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ABSTRACT 

 

FUSCO, MICHAEL. Multilayer Protective Coatings for High-Level Nuclear Waste Storage 

Containers. (Under the direction of Dr. Mohamed A. Bourham and Dr. John G. Gilligan). 

 

Corrosion-based failures of high-level nuclear waste (HLW) storage containers are 

potentially hazardous due to a possible release of radionuclides through cracks in the canister 

due to corrosion, especially for above-ground storage (i.e. dry casks). Protective coatings have 

been proposed to combat these premature failures, which include stress-corrosion cracking and 

hydrogen-diffusion cracking, among others. The coatings are to be deposited in multiple thin 

layers as thin films on the outer surface of the stainless steel waste basket canister. Coating 

materials include: TiN, ZrO2, TiO2, Al2O3, and MoS2, which together may provide increased 

resistances to corrosion and mechanical wear, as well as act as a barrier to hydrogen diffusion. 

The focus of this research is on the corrosion resistance and characterization of single 

layer coatings to determine the possible benefit from the use of the proposed coating materials. 

Experimental methods involve electrochemical polarization, both DC and AC techniques, and 

corrosion in circulating salt brines of varying pH. DC polarization allows for estimation of 

corrosion rates, passivation behavior, and a qualitative survey of localized corrosion, whereas 

AC electrochemistry has the benefit of revealing information about kinetics and interfacial 

reactions that is not obtainable using DC techniques. Circulation in salt brines for nearly 150 

days revealed sustained adhesion of the coatings and minimal weight change of the steel 

samples. 

 One-inch diameter steel coupons composed of stainless steel types 304 and 316 and 

A36 low alloy carbon steel were coated with single layers using magnetron sputtering with 

compound targets in an inert argon atmosphere. This resulted in very thin films for the metal-

oxides based on low sputter rates. DC polarization showed that corrosion rates were very 

similar between bare and coated stainless steel samples, whereas a statistically significant 

decrease in uniform corrosion was measured on coated, as opposed to bare, mild steel. 

Passivation and passive breakdown was largely unaffected by the coating materials. Activation 

parameters were determined for corrosion rates and passive breakdown potential based on 
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measurements performed between 20°C and 80°C to simulate elevated waste canister 

temperatures due to decay heat. 

Electrochemical impedance spectroscopy (EIS) was used to study the metal-electrolyte 

interface and the passive film formed on types 304 and 316 stainless steel. Capacitance values 

were calculated by utilizing the constant phase element and a conversion technique proposed 

in the literature. This method was shown to remove the frequency dependence of the 

capacitance that is often seen in electrochemical analysis. The dielectric constant was estimated 

from impedance and potentiostatic current measurements, and film defect densities were 

calculated to be on the order of 1020 cm-3, which is consistent with highly-doped 

semiconductive films.  

EIS was also employed to study reactively-sputtered TiO2 films on stainless steel type 

304, which was substantially thicker than initial TiO2 coatings. The impedance spectra of TiO2-

coated stainless steel exhibited several distinctions from its uncoated counterpart and were 

clearly dominated by the dielectric coating material. Film defect density was on the order of 

1017 cm-3, which is several orders of magnitude lower than the bare steel and is more consistent 

with solid-state semiconductors. 

This research shows the potential of these coating materials to alter the corrosion 

behavior of the outer surface of a HLW storage canister. Although the initial single layered 

coatings had little effect on the corrosion and passivity of the stainless steel substrates, it is 

possible that with a thicker multi-layered coating system the substrate may be sufficiently 

isolated from the environment. Moreover, the thin single layer coatings were able to reduce 

corrosion of A36 steel, showing the promise of these coating materials in reducing uniform 

corrosion. Further optimization of deposition parameters and testing of multilayer coatings is 

necessary for serious consideration of these coatings in the future.        
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CHAPTER 1  

 

INTRODUCTION 

 

The push to increase the generating capacity of nuclear reactors to combat climate change 

over the next several decades will make storage of nuclear waste quite important. Radioactive 

waste is classified into four categories: high level waste (HLW), transuranic (TRU) waste, 

uranium mill tailings, and low level waste (LLW) [1]. Of primary interest is HLW, which 

comprises greater than 99% of the total radioactivity contained in nuclear waste in the United 

States [2]. HLW includes defense and weapons waste, as well as spent fuel from commercial 

nuclear reactors (in a once-through fuel cycle) [3]. Due to the potential health hazards of HLW, 

its storage requires the most stringent control and performance standards. HLW storage 

containers are required to provide complete containment of the radioactive waste for 1000 

years, after which very slow release of radionuclides is permitted, in accordance with U.S. 

Nuclear Regulatory Commission (NRC) rule 10CFR60 [4], [5]. Hence, the selection of 

materials to house high level radioactive waste requires significant care and consideration. 

Spent (or used) nuclear fuel (SNF) from commercial reactors constitutes upward of 93% 

of the total HLW radioactivity in the U.S. [2], and is growing consistently each year from 

power reactor operation. Spent fuel is stored on-site at the reactors producing it due to a lack 

of centralized waste storage. Yucca Mountain in Nevada was to be used as a centralized 

geological repository for permanent storage of HLW before the suspension of the project in 

2010. Used nuclear reactor fuel is not reprocessed in the U.S. to reduce the radioactivity and 

volume of the waste, as a fuel recycling process has yet to be licensed by the NRC. The only 

current option for long-term fuel storage in the United States is above-ground dry cask storage. 
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The goal is to make the dry cask storage system as robust as possible to ensure complete 

containment of radioactivity during transport and disposal of nuclear waste. 

Eventually, SNF will require permanent storage, though the storage method and type of 

environment has not been decided. The environments to which the nuclear waste packages 

could possibly be exposed include ground water, sea water, sea air, and salt deposits, just to 

name a few. Permanent storage options may or may not include use of the current dry cask 

designs, but they will require, at the very least, a primary container to prevent dissemination 

of radionuclides. This primary container (or canister) is the main focus of this research. 

This dissertation is organized as follows: Chapter 1 provides an introduction to used 

nuclear fuel and current dry cask storage systems. The composition and radioactive 

concentrations of typical fuel removed from nuclear power reactors is discussed, along with 

examples of dry cask storage designs and their chosen materials. Chapter 2 discusses the 

properties of various steels, which are most often used for the primary waste storage container. 

It also presents and details failure mechanisms of interest for waste storage containers. Chapter 

3 presents the concept of passivity of metals and details the formation and breakdown of the 

passive film for stainless steels according to the prevailing theory. In Chapter 4, the coating 

materials proposed to mitigate potential catastrophic failures of the steel canisters are 

described. This chapter also presents a brief review of available coating deposition methods 

and depicts the method chosen for this study. Chapter 5 explains the various experimental 

methods used throughout this research, particularly electrochemical corrosion methods. 

Chapters 6 and 7 provide results based on two different classes of electrochemical experiments: 

DC and AC corrosion techniques. Chapter 8 presents a study of TiO2-coated stainless steel 

using AC electrochemistry, and Chapter 9 discusses some overarching conclusions and work 

to be pursued in the future. The remaining chapters are a compilation of published works 

detailing the radiation shielding properties of various materials for use in dry cask storage 

systems.         
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1.1 Nuclear Fuel 

 

Fresh fuel for light water reactors (LWR) consists of cylindrical fuel rods filled with 

uranium dioxide (UO2) pellets, which are arranged in arrays to form fuel assemblies. The 

uranium is enriched to between 3 and 5 atom percentage uranium-235, representing the 

necessary amount of fissile material to generate the desired energy output and power profile 

throughout the reactor core. Natural uranium consists of 0.72% 235U with the remainder being 

238U and a trace amount of 234U. Natural uranium may be used as fuel for heavy water 

moderated reactors due to the much lower thermal neutron absorption cross section of the 

isotope deuterium (2H) compared to a hydrogen atom (1H). However, light water moderated 

reactors, which constitute the vast majority of nuclear reactors around the world, require mined 

uranium to be enriched. 

The fuel is kept in the reactor for three to four refueling cycles (between 1 and 2 years) for 

a total in-reactor time between 3 and 5 years on average. Following removal from the reactor 

the used fuel assembly is placed in a storage pool (Figure 1-1) where it is allowed to cool for 

upward of five years. The decay heat is substantially reduced after several years of pool 

storage, allowing the fuel assembly to be transferred to dry storage, where heat removal is 

accomplished by the fill gas in storage casks. The fuel is considered ‘spent’ at this point for a 

once-through fuel cycle, although it contains large quantities of actinides that could be 

reprocessed and reused to fuel light water and fast reactors. Table 1-1 gives the breakdown of 

long-lived isotopes present in spent fuel that contribute most to the total radioactivity. The fuel 

isotopic composition was calculated using the ORIGEN code package from Oak Ridge 

National Laboratory using operating conditions from the Surry Nuclear Power Plant with fuel 

burnup of 38.6 gigawatt-days per metric ton of uranium (GWd/MTU) after a 22 year decay 

[6]. Only isotopes that contribute activity greater than 1 Ci/MTU are included in Table 1-1. 

Radioactivity from spent fuel bundles is almost entirely due to low and intermediate energy 

gamma rays, emitted during the decay of various radionuclides in Table 1-1. Alpha and beta 
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particles also contribute significantly to the activity of spent fuel, but they are much easier to 

shield and are not much cause for concern once the spent fuel is placed in storage containers. 

Neutrons are a small component of radiation emitted from spent fuel, and high density, low 

atomic number materials are added to spent fuel containment to provide neutron shielding and 

criticality safety.  

 

Table 1-1: Long-lived radionuclide activity per MTU – 38.6 GWd/MTU Surry Plant – 22 yr. 

decay [6]. 

Nuclide Activity/MTU (Ci) Nuclide Activity/MTU (Ci) 

Cs-137 7.61E+04 Np-239 3.63E+01 

Ba-137m 7.19E+04 Am-243 3.63E+01 

Pu-241 5.34E+04 Cd-113m 1.55E+01 

Y-90 4.97E+04 Tc-99 1.54E+01 

Sr-90 4.97E+04 Cm-243 1.42E+01 

Am-241 3.42E+03 Te-125m 9.09E+00 

Pu-238 3.11E+03 Co-60 8.78E+00 

Kr-85 2.43E+03 Am-242m 7.40E+00 

Cm-244 2.20E+03 Am-242 7.37E+00 

Eu-154 1.34E+03 Cm-242 6.09E+00 

Pu-240 5.95E+02 Pu-242 2.96E+00 

Pm-147 5.48E+02 Sn-121m 2.18E+00 

Sm-151 3.79E+02 Eu-152 1.79E+00 

Pu-239 3.33E+02 Sn-121 1.69E+00 

H-3 2.48E+02 Ni-63 1.64E+00 

Eu-155 1.32E+02 Zr-93 1.34E+00 

Cs-134 1.20E+02 U-237 1.28E+00 

Sb-125 3.72E+01 U-234 1.11E+00 
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Table 1-2: Photon activity by energy per MTU – 38.6 GWd/MTU Surry Plant [7]. 

Mean Photon 

Energy (MeV) 

Activity/MTU 

(Photons/sec) 

% Energy 

Activity 

0.015 3.08E+09 0.00000 

0.02 7.03E+09 0.00000 

0.03 1.55E+14 0.31680 

0.04 4.67E+13 0.12730 

0.05 2.82E+12 0.00960 

0.06 4.61E+13 0.18850 

0.08 2.38E+12 0.01300 

0.10 2.22E+13 0.15130 

0.15 1.59E+10 0.00020 

0.20 3.74E+12 0.05100 

0.30 4.39E+11 0.00900 

0.40 7.19E+11 0.01960 

0.50 6.34E+11 0.02160 

0.60 2.32E+15 94.8505 

0.80 2.25E+13 1.22650 

1.00 1.53E+13 1.04250 

1.50 1.93E+13 1.97260 

2.00 2.91E+06 0.00000 

Total 2.66E+15 
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Table 1-2 shows the breakdown by energy of the photon activity, in photons emitted per 

second, per metric ton of uranium for the radionuclide concentrations in Table 1-1 [6], [7]. The 

highest activity gamma group has a mean energy of 0.6 MeV, which is mainly attributable to 

the 661.7 keV photon emitted following the beta decay of 137Cs to the metastable state of 137Ba. 

 

 

 

Figure 1-1: Example spent fuel storage pool. Available from: 

http://ansnuclearcafe.org/2014/06/10/spent-fuel-pool-fire-risk-goes-to-zero-a-few-months-

after-reactor-shutdown/#sthash.K9eqGp4J.dpbs 

 

 

  



www.manaraa.com

7 

 

 

 

 

1.2 Dry Cask Storage 

 

As was mentioned at the start of this chapter, HLW must be fully contained for hundreds 

of years and at least partially contained for thousands more. The current method for 

“permanent” storage of spent nuclear fuel (SNF) and other types of HLW is to place the waste 

inside canisters encased in steel or concrete overpacks, termed dry casks. Spent fuel bundles 

are transferred to dry casks after at least 5 years of cooling in spent fuel pools.  A simple 

illustration of a spent fuel bundle (assembly) and dry storage cask is shown in Figure 1-2. 

Storage casks contain spent fuel bundles within a cylindrical canister surrounded by several 

layers that may include shielding liner materials and a concrete overpack, which is several feet 

thick, or a thinner outer steel shell. The canister is filled with inert gas and sealed before being 

placed in the remainder of the cask. Two designs of dry storage casks, from Holtec 

International and AREVA Transnuclear, are provided in Figure 1-3 courtesy of a U.S. NRC 

presentation [8]. Both designs are dual storage and transportation casks and utilize a stainless 

steel waste basket canister, though they differ in their shielding. The HI-STORM 100 

implements a thick concrete overpack for shielding and impact protection, whereas the TN-68 

has a low alloy steel outer wall and a polypropylene layer for shielding. Typical dry casks can 

hold several dozen spent fuel assemblies: Figure 1-3 shows that the HI-STORM 100 generally 

holds 24 pressurized water reactor (PWR) bundles, and the TN-68 stores 68 boiling water 

reactor (BWR) bundles. 

Once the casks are fully loaded and sealed, they are either placed vertically on very large 

concrete pads or horizontally in storage vaults, both above ground. Notice from Figure 1-3 that 

the casks are of substantial size. They may range from 14 – 20 ft. in length and from 8 – 12 ft. 

in diameter; casks holding BWR fuel are shorter and wider to reflect the size of the fuel bundles 

in comparison to PWR fuel. The word permanent was placed in quotes in the previous 

paragraph to emphasize that above-ground dry cask storage is not a permanent storage option, 

although currently it is the only option available. Eventually, the spent fuel will necessitate a 
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transfer to a permanent storage facility, whether it be in bore holes, in underground tunnels, or 

possibly in seawater. However, the container in which the fuel will ultimately be stored may 

bear similarities to the current dry casks.   

 

 

 

Figure 1-2: Illustration of a typical spent fuel assembly and simple dry cask for HLW storage 

with an outline of an average-sized human to show scale. Available from: 

http://www.ucsusa.org/publications/catalyst/su-13-the-growing-threat-of-nuclear-

waste.html#.V356__krLRY 
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Figure 1-3: Two example dry storage cask designs – Holtec International HI-STORM 100 

(left) for PWR fuel and Transnuclear TN-68 (right) for BWR fuel. Image taken from U.S. 

NRC presentation [8]. 

 

 

The first casks were loaded in 1986, and while there has been no radiation release as a 

result of dry storage to date, it is unknown how the casks will continue to age. A spent fuel 

storage cask was opened and inspected in 1999-2000 at Idaho National Laboratory (INL) after 

14 years of service. The cask was a CASTOR-V/21 PWR storage container from Gesellschaft 

für Nuklear-Service (GNS) loaded with 21 spent fuel assemblies from Dominion’s Surry 

Power Station. The cask consisted of a cast-iron body with a stainless steel fuel basket, and 

results showed no signs of safety-compromising degradation [9]. The fuel pellets and cladding 

from the fuel assemblies that were removed from the storage cask were also inspected and 

tested at Argonne National Laboratory. Findings showed that very little cladding damage had 
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occurred during storage [10]. While these findings are promising for the future of dry cask 

storage, 14 years is an insignificant period of time compared to the thousands of years required 

for radioactive waste storage.  

According to a report by the Nuclear Energy Institute (NEI) there were 1,613 casks in 

operation as of June 2012, which together contained 19,000 MTU and 67,691 fuel assemblies 

[11]. The projections extend to nearly 3,000 casks by 2020 and over 5,000 by 2040. As the 

number of casks in operation increases, more permanent storage locations must be found, and 

routine inspection will become less practical. Hence, significant research is needed to ensure 

that the best options for dry storage are being implemented. 

 

 

1.3 Dry Cask Materials 

 

In order to assess the viability of dry cask storage as a long term waste storage option, the 

properties of the materials used must be thoroughly understood. These include the waste 

canister, concrete overpack (or steel shell), and intermediate shielding and structural layers, 

which include glass and lead among other materials. The most essential of these are the 

structural materials of the cask responsible for proper containment of the radioactive material, 

which are the waste package canister and overpack. These must remain intact for the 

foreseeable future to avoid any significant release of radiation. 

Materials to be used for waste storage applications must be assessed based on a number of 

important properties: mechanical strength and toughness, fabricability and cost, resistance to 

uniform and localized corrosion, and resistance to possible failure mechanisms, namely stress 

corrosion cracking (SCC), hydrogen embrittlement, and radiation-enhanced degradation. 
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1.3.1 Overpack 

 

The overpack is made of thick concrete, as can be seen in Figure 1-3. Concrete is one of 

the most widely used construction materials. It is inexpensive, easy to cast in many shapes and 

sizes, and has high enough strength to be used as a structural material. Concrete is commonly 

used in many nuclear applications, including as the containment building for nuclear reactors 

around the world. By using proper additives, concrete can easily be tailored to many different 

applications, including long-term radiation shielding. 

The concrete overpack is an effective shielding and structural material, and is useful as an 

impact absorbing layer. Recently, many studies have been conducted on the use of additives 

to increase the density and attenuation properties of the overpack for gamma-ray shielding 

[12]–[14]. These studies show that the density and effective attenuation coefficient of the 

concrete may be increased significantly by utilizing various proportions of heavy metal 

additives, including lead and iron. This is particularly useful, as the storage casks may be made 

with thinner overpacks to decrease the cask footprint without sacrificing shielding capability. 

This is important for fuel transport casks as well. The use of specialty concrete for shielding 

of spent nuclear fuel is detailed in Chapters 10, 11, and 12. 

 

1.3.2 Outer Steel Shell 

 

Rather than a concrete overpack, some storage cask designs utilize a steel or cast iron shell 

that is significantly thinner than the concrete layer. These casks require additional shielding 

layers to compensate for the loss of the thick overpack, but they may be made smaller and 

lighter without the concrete. The outer shell is made of very high strength steel (usually carbon 

steel) or cast iron that is capable of being structurally sound for long term use. Unlike the 

overpack, long term oxidation and corrosion damage may be of concern for steel and cast iron 

dry casks. 
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1.3.3 Glass Shielding 

 

There has been much interest recently in high density glass compositions with high 

effective atomic number for radiation shielding [15]–[18]. Glass is transparent to visible light 

and possesses high thermal stability. Ordinary glass is composed mainly of silicon dioxide 

(SiO2). Similarly to concrete, additives may be included to create glass with desirable 

properties. When compounded with relatively simple compositions of heavy metal oxides (i.e. 

PbO), glass has the potential to be an extremely versatile shielding material. The effects of a 

thin glass layer on the shielding properties of dry storage casks is discussed in detail in Chapters 

11 and 12.  

 

1.3.4 Waste Package Canister 

 

The waste package wall (or canister) is the first barrier to radionuclide release, apart from 

the fuel cladding, and as such, it is the focus of this research. Selection of proper canister 

material is paramount to safe containment of HLW. Many materials have been considered for 

the waste canister based on some desirable properties for the potentially harsh conditions of 

radiation exposure coupled with thermal output from the spent fuel. Additional considerations 

were given to possible environmental conditions for permanent HLW storage. Much of the 

work that was done in assessing HLW storage materials was completed assuming that Yucca 

Mountain would be the permanent storage location for HLW. Although the Yucca Mountain 

project has been suspended, the materials research still applies to other possible permanent 

storage locations.  

These candidate materials for HLW canisters include: iron and iron alloys (steels), stainless 

steels, titanium alloys, and nickel alloys, among others [19]. Copper was briefly considered 

based on its natural abundance and apparent durability in the Yucca Mountain environment, 

but it is known to perform poorly in radiation fields [1]. Titanium alloys are strong and 
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corrosion-resistant but are unusually susceptible to hydrogen embrittlement and are difficult to 

machine and weld. Nickel alloys are often used as alternatives to titanium alloys because they 

possess similar properties and are easier to weld. However, they are often prohibitively 

expensive [1]. 

That leaves the various types of steel or cast iron. Steel is easily the most widely used 

structural alloy based on its low cost and high workability compared to other materials for 

similar applications. Carbon steel is extremely strong and sturdy, and being composed of 

mostly iron, it has been well characterized. It is not particularly corrosion resistant due to a 

lack of alloying elements, but it has a predictable service life as it is less susceptible to 

catastrophic failure in most circumstances. Stainless steel, on the other hand, is extremely 

corrosion resistant because of its high alloying content, but it is predisposed to failure due 

primarily to stress corrosion cracking. The lower strength of stainless steel compared to carbon 

steels or cast iron translates to an increase in ductility, reducing the possibility of brittle failure. 

Both carbon steel and stainless steel will be investigated as possible waste package materials 

for this study. 
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CHAPTER 2  

 

PROPERTIES OF STEEL AND FAILURE 

MECHANISMS FOR HLW STORAGE 

CONTAINERS 

 

The materials for HLW storage containers considered in this study are mild low-carbon 

steel and stainless steel. These materials are already in use in current dry cask storage systems. 

In order to enhance the protection and lifetime of these materials for nuclear waste storage 

applications, the relevant properties and downfalls of these steels must be established. Many 

dry cask designs utilize stainless steel as the canister material because of its good mechanical 

strength and corrosion resistance stemming from its ability to form passive surface films [1], 

[20], [21]. However, a ductile form of cast iron and carbon steel have also been considered and 

implemented for the canister and outer cask shell [22], [23]. Stainless steel offers the ability to 

use a very thin canister to contain the fuel bundles because the corrosion rate is so low. Whereas 

cast iron or carbon steel container walls must be made thicker to account for measurable 

corrosion, they are less likely to suffer from localized corrosion and stress corrosion cracking. 

This study focuses on the waste basket canister, and considers it to be the primary barrier to 

radionuclide release. The cladding is not considered as providing long term containment for 

the spent fuel pellets because it undergoes significant deformation and chemical modification 

inside the reactor. The long-term effects of intense pressure, heat, and radiation on the ability 

of the cladding to prevent leakage have not been determined, which is the reason that the focus 

is placed on the storage container. It should be noted that the cladding from the PWR cask 

opened at INL was still intact and showed few signs of wear after 14 years of storage [10]. 

However, 14 years is hardly indicative of the deterioration that will inevitably occur over 
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thousands of years. Moreover, the cladding is optimized for use in a LWR environment, rather 

than for long term storage. Instead, the primary waste basket may be designed especially to 

withstand degradation in a number of environments over an extended period of time, and hence 

the focus is placed on the waste package canister. 

 

2.1 Steel Composition and Structure 

 

Three steel compositions have been chosen for study to represent the canister material: 

stainless steel type 304 (SS304), stainless steel type 316 (SS316), and A36 low-alloy carbon 

steel. Each of these are commercially available steel alloys and are relatively inexpensive. 

Nominal compositions of each are given in Table 2-1, with the important differences between 

each alloy highlighted in red. SS304 is an austenitic, standard composition stainless steel, 

which can be considered as a solid solution of interstitials within a face-centered cubic (FCC) 

lattice [24], used in nearly all industries for myriad applications. SS316 is similar to SS304 

with increased nickel content and the addition of molybdenum for additional protection against 

localized corrosion [25], [26]. The 300-series stainless steels represent variations of the 

standard and widely used 18-8 formula, which stands for 18% Cr and 8% Ni by weight. 

A36, unlike the two previous steels, is a ferritic carbon steel and is the most commonly 

used mild steel. It possesses a body-centered cubic (BCC) iron (-Fe) lattice with interstitial 

atoms (primarily carbon) [24] and minimal addition of alloying components. Stainless steels 

are better suited for many industrial applications, but carbon steel is still preferred in many 

cases for its superior strength, including as the primary material for LWR pressure vessels. 

The primary crystal structure of the stainless and carbon steels is depicted in Figure 2-1. 

The microstructure of each steel has significant implications on the properties of interest for 

HLW storage. The atoms in a BCC material are not as tightly packed as in FCC crystal 

structure. A result of having a more loosely-packed structure is that the available slip planes in 

a BCC lattice do not correspond to close-packed planes [24]. Thus, slip is more difficult and 
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requires higher shear stress, making BCC materials harder and less malleable with lower 

ductility, introducing the possibility of brittle fracture. FCC materials are more tightly packed 

than BCC materials, leading to higher ductility at the expense of some strength. A FCC lattice 

has fewer possible slip systems, but the slip planes are more closely packed, requiring lower 

shear stress to deform. A consequence of easier deformation is that austenitic steels tend to be 

mostly immune to brittle cracking. 

 

 

Table 2-1: Nominal compositions of steels utilized as canister materials for this study 

Steel SS316 SS304 A36 

Element % % % 

C 0.08 0.08 0.26 

N 0 0.1 0 

S 0.03 0.03 0.05 

P 0.045 0.045 0.04 

Si 1 0.75 0.4 

Ni 10-14 8-12 0 

Cr 16-18 18-20 0 

Mn 2 2 0.75 

Mo 2-3 0 0 

Cu 0 0 0.2 

Fe Bal. Bal. 98.3 
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Figure 2-1: Crystal structure: face-centered cubic – austenitic steel (left); body-centered 

cubic – ferritic steel (right) 

 

 

The crystal structure of the steels also plays an important role in hydrogen uptake and 

diffusion. Hydrogen, along with small atoms such as oxygen, nitrogen, and carbon, is able to 

occupy interstitial sites within the lattice structure. The FCC lattice has fewer interstitial sites 

available to be occupied than the BCC lattice, meaning fewer hydrogen atoms may be trapped 

in the interstitial lattice sites. Moreover, because the atoms are more tightly packed in an FCC 

lattice, the hydrogen has lower mobility, whether inhabiting an interstitial site or not. This 

provides austenitic steels with substantial immunity to hydrogen embrittlement and cracking, 

although interstitial impurities like nitrogen increase the likelihood of brittle intergranular 

cracking [27]. On the other hand, the increased number of interstitial sites and the increased 

mobility of hydrogen in a BCC lattice promotes trapping in ferritic steels, making them more 

susceptible to hydrogen cracking and embrittlement [28]. This point will be touched upon 

again further along in this chapter. 
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2.2 Alloying Components 

 

Iron forms the matrix of all steels, providing them with their structural properties. It is 

strong, tough, ductile, and malleable, making it a versatile construction material. It is also 

inexpensive and compatible with a large variety of alloying elements. However, iron by itself 

has several flaws including its weight and propensity to corrode readily. This led to the creation 

of steel alloys, which contain additional elements to compensate for the shortcomings of pure 

iron. The most important alloying components are discussed here. 

 

i. Chromium 

 

Steel is considered to be “stainless” when it contains at least 12% chromium by weight. 

Chromium is primarily responsible for the good oxidation resistance of stainless steel. Its 

ability to combine with oxygen to form passive oxide films greatly increases resistance to 

corrosion. Increasing the amount of chromium alloyed with iron increases the chromium 

enrichment of the passive film barrier layer, acting to increase its stability. Also, Cr-Fe alloys 

have good mechanical properties and are easily fabricated [27]. Additional benefits of 

chromium include increased tensile strength, hardness, and toughness. The corrosion 

resistance afforded by adding chromium to steel is nullified if the carbon content is too high 

because of the tendency of chromium to form carbides. This will be discussed in more detail 

later in this chapter. 

 

ii. Nickel 

 

Nickel is the element mostly responsible for giving the 300-series stainless steels their 

austenitic FCC structure, which contributes to their strength and ductility. The nickel also 

contributes to the retention and stability of austenite upon quenching from high temperatures, 
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and it improves thermal stability and machinability [27]. Nickel is resistant to atmosphere, 

alkalis, and non-oxidizing acids. It is active enough to form oxide surface films, but the films 

are significantly less stable than chromium oxides. Finally, nickel is mostly resistant to chloride 

stress corrosion cracking and high temperature oxidation, which is the reason that steam 

generator tubes are often made from nickel alloys. Accordingly, nickel content above 8% in 

austenitic steel alloys increases resistance to stress corrosion cracking in chloride solutions 

[29]. This constitutes the nominal nickel content in the 18-8 (300 series) stainless steels. 

 

iii. Molybdenum 

 

Molybdenum is well known to increase resistance to localized corrosion (pitting, crevice, 

intergranular, etc.) when used as an alloying element, which is the reason it is included as a 

component in higher-grade steel alloys like SS316. The exact mechanism by which 

molybdenum acts to reduce susceptibility to localized corrosion is uncertain. The proposed 

theories involve either a strengthening of the passive film at the film/solution interface or a 

concentration of molybdenum at the metal/film interface that limits the metal dissolution rate 

[26], [30], [31]. There is experimental evidence for both theories, but more recently it is 

believed that molybdenum preferentially promotes the formation of Cr2O3 in the passive film, 

effectively increasing its stability [26], [31]. This also aids in re-passivation of areas of the film 

that have ruptured, such that pits may not be able to form or propagate after passive breakdown. 

It has been shown to block active sites, such as pits, to decrease or prevent further attack [32], 

[33]. A higher Mo content means better protection in chloride environments. 

Another important role that molybdenum plays, particularly in steels, is that it readily forms 

stable compounds, namely carbides, which reduces the amount of carbon available to bond 

with chromium [24]. Thus, addition of molybdenum preserves the chromium content such that 

it is continually available to form and reform passive films. This increases resistance to 
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intergranular and crevice corrosion because chromium tends to be depleted in the vicinity of 

grain boundaries and surface defects, leading to local film breakdown and possibly cracking. 

 

iv. Carbon 

 

Carbon is added to iron to create cast iron, carbon steel, and other mild steels. It causes the 

tensile strength and hardness to increase at the expense of the inherent ductility and 

malleability of pure iron. The decrease in ductility and machinability as carbon content 

increases introduces an upper carbon limit based on the application. The carbon content in cast 

iron is greater than 2%, resulting in a very brittle material with high strength. Most structural 

applications opt for mild or low-carbon steels with less than 0.5% carbon by weight. These 

have increased strength from the presence of carbon without a complete loss of ductility and 

machinability. 

The carbon content is generally minimized in austenitic stainless steels. A high carbon 

content is detrimental to corrosion resistance, as chromium tends to form carbides within the 

material. This results in decreased passivity and a higher likelihood for localized corrosion, 

specifically near grain boundaries or in and around crevices. The formation of some carbides 

is beneficial for hardening, though a majority of the desired increase in hardness and strength 

is achieved using other alloying components. Reducing carbon content comes at a substantial 

cost [27], so the adverse effects of having a small amount of carbon may be counteracted using 

other alloying elements (i.e. molybdenum). 

 

v. Minor Alloying Elements 

 

The remaining alloying elements are generally found in very small amounts in most steels. 

They include N, S, Si, Cu, Mn, and P, among a few others, and are included to enhance some 

of the properties provided by major alloying components. Some of these minor alloying 
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elements are essentially impurities, and removing them entirely is not feasible based on the 

cost associated with this. Many of these elements are beneficial in minute amounts but quickly 

become detriments above certain concentrations. 

Among these, it is worth mentioning that nitrogen has been shown to increase localized 

corrosion resistance and to stabilize thermal and mechanical properties in stainless steels [27], 

[34]. Specifically, it increases pitting resistance in chloride media, making it a low-cost 

alternative to other alloying components [35]. Nitrogen also increases strength without 

reducing ductility and disrupts the formation of chromium carbides along grain boundaries. 

However, nitrogen is not added to low alloy steels (i.e. A36 mild steel) due to the inclination 

to form brittle nitrides [36]. 

 

 

2.3 Possible Failure Mechanisms 

 

It is currently unknown how dry storage casks will age in the harsh environment of decay 

heat and radiation exposure. The nuclear industry has only 30 years of practical dry storage 

experience, and it is difficult to predict how the HLW storage landscape will change in the 

future. There are many options being investigated for more permanent storage options other 

than the above ground, on site dry storage. A majority of these options utilize some sort of 

storage container, which may be subjected to any number of environments. The current dry 

casks will also need to be moved to permanent storage at some point. That being said, the waste 

package canister must be able to withstand a number of different environments depending on 

the location of the ultimate disposal. The most likely environments are salt-containing, which 

include sea water, sea air, ground water, geologic brines, and dry salt deposits. This is a serious 

issue for stainless steels, as well as other candidate alloys, because halogen ions are particularly 

aggressive in causing corrosion-based cracking. 
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The key to improving canister integrity lies in the ability to understand and protect against 

catastrophic failure. Failure mechanisms that are relevant to HLW storage are mechanical 

failures that are initiated and/or enhanced by external factors, and they are difficult to predict. 

These include fatigue, creep, rupture, fracture, cracking, and embrittlement that are caused by 

corrosion, hydrogen permeation, and radiation exposure. Each of these failure mechanisms 

affects materials differently, and it is imperative to understand which mechanisms are most 

likely to cause failure for each material. This study focuses primarily on corrosion and 

corrosion-based failures, though other failure mechanisms are recognized and discussed. 

 

 

2.3.1 Hydrogen Damage 

 

The introduction of hydrogen into the lattice of a metallic element or alloy can have 

disastrous effects on the reliability of the material. Hydrogen atoms typically occupy interstitial 

sites in the lattice, making certain materials more vulnerable to hydrogen damage than others 

(see discussion in section 2.1). The process of hydrogen damage involves the ingress of 

hydrogen atoms into the material, typically via adsorbed hydrogen on the surface. The 

hydrogen will then inhabit interstitial lattice sites and possibly diffuse throughout the material. 

The atomic hydrogen may combine to form hydrogen gas or a different gas (methane, for 

example). These molecular gases are typically too large to diffuse through the metal and create 

an internal pressure, resulting in a decrease in strength and ductility and the possibility of 

cracking. Hydrogen cracking is especially problematic in ultra-high strength alloys. 

Hydrogen can be introduced into the system either during manufacturing or during 

operation. Welding, casting, electroplating, and pickling are possible sources of hydrogen 

within the metal because of the higher solubility of hydrogen in liquids rather than solid states 

[33]. It is also often the product of electrolysis or corrosion reactions such as reduction of water 

molecules or oxidation. The diffusion of hydrogen into a metal usually results in a decrease in 
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ductility. Stresses below the original yield stress of the material are then able to cause cracking 

and possible brittle failure. Cracking and blistering can also occur in the absence of applied or 

residual stress if the swelling due to hydrogen recombination within the metal is severe. 

Austenitic stainless steels are unlikely to suffer from hydrogen cracking because of a higher 

hydrogen solubility and lower diffusion based on crystal structure [27]. Ferritic-pearlitic 

carbon steels (A36) are more susceptible to hydrogen cracking than austenitic steel, but still 

significantly less so than martensitic steel. The low solubility and high hydrogen mobility 

through BCC structure [28] allows hydrogen to permeate into ferritic steels and become 

trapped. Many cases of severe hydrogen cracking in carbon steels have been misdiagnosed as 

stress corrosion cracking, as the visual signs of cracking are similar between the two 

mechanisms [37]. 

Heat treatment is an effective way to reduce hydrogen embrittlement, particularly 

following manufacturing of the metal. High temperatures allow the trapped hydrogen to diffuse 

out of the material and recombine. Additionally, higher temperatures promote hydrogen 

evolution, removing adsorbed species from the metal surface. Likewise, a suitable coating can 

inhibit the ingress of hydrogen [33], [38]. 

 

 

2.3.2 Environmentally Induced Cracking 

 

Environmentally induced cracking (EIC) causes brittle fracture of a normally ductile 

material and includes three types of failure: hydrogen-assisted cracking, stress corrosion 

cracking (SCC), and corrosion fatigue cracking (CFC) [29], [33]. EIC occurs in the presence 

of an environment that causes minimal uniform corrosion for the alloy in question. Being 

ductile alloys with low uniform corrosion rates, austenitic stainless steels are vulnerable to EIC 

in a number of environments. 
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i. Stress Corrosion Cracking 

 

The most widely acknowledged likely failure mechanism for stainless steel waste storage 

canisters is stress corrosion cracking (SCC). SCC occurs due to a combination of sufficient 

tensile stress and an aggressive environment and leads to the cracking of alloys well below 

their ultimate tensile strength (UTS) [29]. 

Cracking is initiated in several ways, the most likely of which are localized corrosion, 

hydrogen embrittlement, or film induced cleavage [37]. In the case of localized corrosion, and 

active dissolution path forms where corrosion is accelerated despite the bulk of the material 

being passive and corroding very slowly. Localized corrosion occurs due to the breakdown or 

inadequate formation of the passive film on the metal surface; the passive film will be 

discussed in detail in the subsequent chapter. Hydrogen embrittlement was discussed 

previously and can lead to cracking by increasing local plastic deformation and decreasing 

ductility. Finally, film-induced cleavage can occur from a crack initiated in a brittle coated 

film, which can propagate into the ductile metal beneath. The brittle film may be intentionally 

or unintentionally coated on the metal or unintentionally formed, such as de-alloyed surface 

layers. Regardless of the mechanism, once a crack initiates, the stress (either applied or 

residual) may act to open the crack, increasing corrosion and propagation of the crack tip and 

preventing the crack from re-passivating [37]. 

Stainless steels are susceptible to SCC in chloride-containing solutions. Chlorides are 

particularly aggressive at initiating localized corrosion, which will be explained in Chapter 3. 

The real threat of failure by stress corrosion cracking is that the residual stress from welding 

is enough to cause SCC in stainless steels. Dry storage canisters contain several welded regions 

based on their size and shape, making them likely targets for cracking to occur. 

SCC is known to be an anodic process, which is expected based on the corrosion required 

to propagate the crack tip. Thus, SCC can be mostly prevented by cathodic protection, or 

providing an electrical path between the metal of interest and a sacrificial anode that is more 
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active than the protected metal [39]. This causes preferential corrosion of the more active 

metal, protecting the more important metal from accelerated corrosion of cracks that may form. 

 

ii. Hydrogen-Assisted Cracking 

 

Hydrogen dissolved in a metal lattice tends to be attracted to regions of high tensile stress 

where the metallic structure is distorted. This causes embrittlement of the metal in regions that 

already possess tensile stresses that are higher than in other regions. Brittle cracking becomes 

much easier at this point. Hydrogen cracking often dominates over SCC in high strength alloys 

such as low alloy and carbon steels, and some titanium and aluminum alloys [29], whereas it 

is unlikely for steels with yield strengths less than roughly 600 MPa [37]. 

Hydrogen induced cracking manifests itself in similar ways to SCC, and it is often difficult 

to decide if the failure was due to hydrogen cracking or SCC based on the crack morphology. 

What makes hydrogen-assisted cracking distinct from SCC is the growth mechanism of the 

crack. SCC is accelerated by anodic polarization, indicating that crack growth is primarily 

controlled by corrosion. In contrast, hydrogen cracking is enhanced by cathodic polarization 

or protection, indicating a non-corrosive crack growth mechanism [29], [37].  

Cathodic corrosion generates hydrogen, which accounts for the acceleration of cracking. 

The reduction of oxygen given by Equation (2.1) is a cathodic reaction that produces hydroxide 

ions. These ions may dissociate producing hydrogen ions capable of diffusing into the metal 

lattice. This reaction occurs preferentially at the cathode surface and is enhanced by cathodic 

polarization, leading to the generation of additional hydrogen. 

 

 2 2
2 4 4O H O e OH      (2.1) 
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iii. Corrosion Fatigue Cracking 

 

Corrosion fatigue cracking (CFC) may occur in a corrosive environment when a metal is 

subjected to cyclic stresses. The stress is often well below the tensile strength of the material. 

The number of cycles to failure decreases with increasing stress and in the presence of a 

corrosive environment. Some materials, particularly steels, possess an endurance limit, which 

is the minimum stress required for fatigue to set in. Below this limit, fatigue cracking is 

unlikely no matter how many stress cycles the material undergoes. A corrosive environment is 

capable of significantly decreasing or even eliminating the endurance limit of a material, which 

can lead to cracking at even lower stress levels [29], [39]. Cyclic stresses are not expected to 

be present in dry cask storage, thus it is unlikely that CFC will pose a threat to canister integrity. 

 

 

2.3.3 Intergranular Corrosion 

 

Intergranular corrosion (IGC) is the corrosion attack or preferential corrosion along the 

grain boundaries of a material. The grain boundaries can become susceptible to corrosion 

through the depletion of protective or passivating elements. IGC is a common problem in alloys 

but generally does not affect pure metals [29]. 

Austenitic stainless steels are a common example for situations that favor IGC. Stainless 

steels may be sensitized during heat treatment or cold working [27], predisposing them to 

intergranular attack. The sensitization of austenitic stainless steels consists of the precipitation 

of chromium-rich carbides (Cr23C6) at grain boundaries, which is depicted in Figure 2-2. This 

substantially depletes the elemental chromium content in areas immediately surrounding the 

grain boundaries, making passive film formation more difficult in these regions. Often the 

grain boundary regions are depleted to chromium contents well below the required 12% to 

maintain the corrosion resistance of stainless steel. With the grain boundaries lacking the 
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essential chromium content required to initiate passivity, localized corrosive attack is likely to 

take place [24], [29]. 

 

 

 

Figure 2-2: Chromium carbide precipitation at grain boundaries due to sensitization of 

austenitic stainless steel. Adapted from [24]. 

 

 

Sensitization of stainless steels may take place during welding, making IGC especially 

likely in the welded regions of dry storage containers. There are, however, several prevention 

methods. The steel may be rapidly cooled following heat treatment (i.e. welding) to prevent 

chromium carbides from forming and/or migrating and precipitating at grain boundaries. Also, 

special grades of stainless steel have reduced susceptibilities to IGC. One class has extremely 

low carbon content (SS304L and SS316L) to decrease carbide formation. The other class is 

stabilized with reactive elements that tend to form carbides in the place of chromium (SS316, 
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SS324, etc.). These elements include molybdenum, niobium, titanium, and several others, 

which are capable of reducing chromium depletion by aggressively forming carbides 

themselves [24]. Thus, of the two types of austenitic stainless steels discussed in this chapter, 

type 316 is expected to be more resistant to both pitting and intergranular corrosion based on 

the molybdenum addition, which is not present in type 304 stainless steel. 

 

 

2.3.4 Crevice Corrosion 

 

Corrosion is greater inside crevices, which are usually created by contact between two 

materials. This includes a metal in contact with another material, either metallic or nonmetallic, 

creating a region that is partially shielded from the external environment, often with a narrow 

opening (crevice). As an example, crevices are often formed by bolts or washers, though they 

may also be formed by some type of deposition on the metal surface [29]. 

Crevice corrosion occurs due to a difference in oxygen concentration inside and outside 

the crevice. Inside the crevice, there is an oxygen deficiency, which makes passivation very 

difficult and does not allow the cathodic reactions to consume corrosion products from the 

anodic reactions. Thus, the inner portion of the crevice becomes the anode of the corrosion 

system, greatly increasing the corrosion rate. The situation is exacerbated in the presence of 

aggressive anions. The corrosion products (cations) that build up in the crevice due to the lack 

of oxygen attract anions from the surrounding medium. If chloride ions are present, for 

example, highly acidic chloride solutions become concentrated in the crevice, and corrosion 

rates increase drastically. Crevice corrosion may also initiate from the retention of water or a 

corrosive solution inside a crevice after some type of immersion, which will again create 

deleterious concentration gradients [24], [29], [33]. Crevices are an easy target for localized 

corrosion, though they can be prevented with changes in geometry and proper contact between 

materials.   
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2.3.5 Radiation Damage 

 

Ionizing radiation has a substantial effect on the properties of exposed materials. Materials 

inside reactors undergo significant microstructural changes due primarily to neutrons and 

fission fragments. Intense nuclear radiation is capable of causing vacancies, interstitials, 

impurities, depleted zones, voids, thermal spikes, etc., all of which can be considered radiation 

damage. Irradiation generally acts to harden and decrease ductility of materials. Detailed 

discussion of the different aspects of radiation effects is found in Ref. [24]. Gamma rays are 

also capable of inducing radiation damage, but not to nearly the same degree as neutrons and 

heavy particles. 

An important manifestation of radiation effects on failure mechanisms of steel is 

irradiation-assisted stress corrosion cracking (IASCC). IASCC is the enhancement of SCC due 

to irradiation and is a major cause of failure in LWR components [27], [40]. The mechanism 

by which irradiation affects SCC is unknown, but one popular theory is radiation-induced 

segregation [24]. Prolonged irradiation of austenitic stainless steels in particular is known to 

result in chromium depletion along grain boundaries, increasing susceptibility to SCC. It has 

been shown that minor alloying components play a significant role in IASCC [40], owing to 

the complexity of the radiation damage mechanisms. The cracking is often intergranular, hence 

the focus on depletion along grain boundaries. Other theories include: radiation hardening 

leading to SCC, localized deformation, internal oxidation, and irradiation creep [24]. 

IASCC is mostly the cause of high neutron flux, which causes the largest changes in 

material microstructure. The radiation emitted from spent fuel is primarily gamma rays 

(Chapter 1) that do not cause nearly as much damage as neutrons and heavy particles. It is not 

expected that IASCC is of significant concern for HLW storage. 
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CHAPTER 3  

 

THE PASSIVE FILM 

 

The primary resistance to corrosion for many metals stems from the ability to form passive 

films. The passive film inhibits corrosion of an otherwise active substrate, even in aggressive 

environments. Metals are considered passive if they corrode very little despite a marked 

tendency to react in a given environment, or despite significant anodic polarization. Metals 

that are generally inert, such as gold and platinum, are not considered to be passive. As was 

mentioned in the previous chapter, a number of the corrosion-based failures of interest for dry 

cask storage canisters initiate as localized breakdowns in the passive film. This puts great 

importance on understanding the formation and breakdown of the passive film to better protect 

against premature failure. 

 

3.1 Background 

 

The concept of passivity was first observed for iron immersed in nitric acid (HNO3) as 

early as the mid-1700s [41]. It was noted that iron corrodes readily in dilute nitric acid but does 

not react in concentrated nitric acid. However, the first recorded use of the term “passivity” to 

describe an induced lack of reactivity was not until the mid-1800s by the German chemist 

Christian Schönbein [27], [41]. 

Since its discovery, the passivity of naturally reactive metals has been studied extensively 

for a myriad different combinations of metal and environment. Theories about passivity and 

its origins have been proposed since the earliest observations of decreases in corrosion of 

otherwise active metals. Herbert H. Uhlig explains that the various theories may be arranged 



www.manaraa.com

31 

 

 

 

 

into four categories: metal modification, reaction rate, oxide film, and adsorption [41]. These 

four categories of theories about the initiation of passivity will be described briefly here, but a 

detailed description of each may be found in the work of Uhlig [41]. 

 

i. Metal Modification 

 

The metal modification theory stipulates that the passive state of a metal results from a 

physical change in the metal itself. This theory suggests that the passive state of a metal results 

from a physical change in the valence state of that metal. An extension of the valence theory 

advocates that allotropes of an element dictate active or passive states. Allotropes are structural 

modifications of an element. For example, diamond and graphite are allotropes of carbon that 

consist of carbon atoms bonded in different manners and possess distinct properties. Several 

research groups conceived that Fe3+ represented the passive allotrope of iron, whereas Fe2+ was 

its active counterpart [41]. The idea of metal modification and electronic structure changes 

leading to passivity was modified and expanded several times to match newer experimental 

results.  

 

ii. Reaction Rate 

 

This theory attributes passivity to slow rates of metal dissolution, which is not dependent 

on surface films. The dissolution rate was decided to depend on the rate of hydration of metal 

ions in the lattice, which is a necessary precursor to their solubility in water. This view was 

modified to allow hydrogen to be the primary determinant of the corrosion state. It was 

postulated that metals are in the passive state until hydrogen enters the metal lattice, causing 

them to become active. The hydrogen was said to catalyze the reaction by expanding the lattice, 

giving rise to the “hydrogen activation theory.” This theory was the frontrunner at the 1913 

international symposium on passivity [41].   
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iii. Oxide Film 

 

The titular oxide film is allegedly formed via oxidation of the metal surface. It was 

hypothesized that the oxide film would be invisible due to its very low thickness and would be 

impervious to acids. This oxide film would shield the metal surface from the environment, 

such that it could not be attacked nor could it be dissolved due to anodic polarization. 

Essentially, the film would act as a diffusion barrier to limit the mobility of ions or atoms 

through the film. However, the protective properties of the supposed film could not be 

accounted for thermodynamically assuming any of the known oxides of the metal, namely iron. 

Additionally, ellipsometry measurements on 18-8 stainless steel have showed surface films 

only a few angstroms thick. These two points led researchers to believe the mechanism to be 

different from the oxidation theory [41]. 

 

iv. Adsorption 

 

Rather than limited mobility through an oxide film, the adsorption theory attributes 

passivity to a chemisorbed (or physically adsorbed) surface layer that blocks further chemical 

reactions. The surface layer is considered to be adsorbed oxygen, often compounded with ions 

from the metal surface. This theory differs from the oxide film theory in the formation of the 

passive layer and the kinetic blocking, rather than diffusion barrier, nature of the film. It is 

supported by the fact that very thin films, sometimes one or two monolayers, lead to passivity. 

Also, the unfilled d electron shell of the transition metals (for which passivity primarily 

applies) favors a chemisorbed oxygen bond [41]. Finally, increasing anodic polarization favors 

additional oxygen to be incorporated into the film, causing film growth. This is indeed what is 

observed in that increasing the film formation potential will increase film thickness. 
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Adsorption proceeds according to Figure 3-1, in which oxygen ions adsorb (usually 

chemisorb) to the metal surface. This is followed by interaction with metal ions, forming a 

monolayer oxide film. Subsequently, additional oxygen may adsorb to the initial layer, and 

over time metal ions will make their way into the film, forming a stoichiometric oxide layer 

[27], [42]. Though the exact mechanism is yet unknown, the adsorption theory is generally 

favored as the initiation of passivity.  

 

 

 

Figure 3-1: Adsorption theory of oxide passive layers on metal, adapted from [27], [42] 

 

 

3.2 Passive Film Growth – Point Defect Model 

 

Irrespective of the initiation mechanism, it is generally accepted that the passivity of most 

metals may be ascribed to the formation of an oxide film between the metal and the 

environment. Once passivity has been initiated, the growth mechanism of the passive film is 

of interest. Film growth kinetics have been shown experimentally to follow either a logarithmic 

law or an inverse logarithmic law, given by Equations and , respectively [43]. 
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  0 1
lnL A A t    (3.1) 

  0 1

1
lnB B t

L
    (3.2) 

 

Where:  L is the film thickness, 

   t is time, 

And  A0, A1, B0, and B1 are constants. 

 

 Several theories have been proposed to explain either or both of the film growth laws 

that are observed. Currently, the Point Defect Model (PDM) represents the most 

comprehensive prevailing theory on protective oxide or hydroxide films that form on metals 

under anodic polarization [43]–[47]. A review of previous passive film growth models is 

provided in the work of Chao et al. [43]. 

The Point Defect Model is based on several tenets [43], [46]: 

 

 The passive film generally forms in one or two layers: an inner barrier layer and a 

porous outer layer 

o Passivity is linked to the barrier layer 

 The passive film contains a high concentration of point defects, which are 

primarily cation and anion vacancies 

 The defects are generated and consumed at the film/solution and metal/film 

interfaces 

 Film formation and breakdown is controlled by vacancy transport, 

 Passive layers are characterized by high electric field strengths on the order of 106 

V/cm 

 Passive films behave as highly-doped semiconductors 

o The “dopants” are vacancies 

 Ion transport through the film occurs via vacancy motion 

 Film growth and dissolution eventually balance to form a steady state film 
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The development of the model extends from the elementary reactions that result in vacancy 

generation and annihilation. These reactions occur at the metal/film and film/solution 

interfaces and may either contribute to the growth, dissolution, or conservation of the film. 

These reactions are summarized in Figure 3-2 specifically for a film stoichiometry of M2O3 

(M=metal), as is the case for stainless steel, which shows the film growth and dissolution based 

on vacancy transport. Cation vacancies are generated at the film/solution interface and are 

consumed at the metal/film interface, denoted by reactions 3 and 1, respectively. The opposite 

applies for anion (oxygen) vacancies, which are generated at the metal/film interface and are 

consumed at the film/solution interface, given by reactions 2 and 4. Reactions 1, 3, and 4 

represent the movement of ions across boundaries and thus are lattice-conserving reactions. 

Reaction 2 does not conserve the lattice because it results in film generation represented by 

[MM + (3/2)VO]. Reaction 5 is responsible for destruction, or dissolution, of the film and also 

is not lattice-conserving. Each of these reactions has an associated rate constant responsible 

for determining the net effect on the film. Under steady state conditions, the growth and 

dissolution rates will equal each other to form a film with a constant thickness [44]. Note that 

cation interstitials have been neglected in this formulation, though they will also contribute to 

the film lattice. 

PDM analysis beginning with these elementary reactions results in kinetic equations to 

predict the evolution of the film thickness and charge exchange current with time, voltage, and 

solution pH based on fundamental properties. These properties include reaction rate constants, 

diffusivities, and electric field strength, among others. Detailed analyses will not be repeated 

here, as they are presented thoroughly in the work of Macdonald et al. [43]–[47]. 

The PDM has been applied successfully in matching experimental current response and 

film growth for a number of metals including iron, stainless steels, nickel and chromium alloys, 

tungsten, tantalum, and zirconium [43], [48], [49]. From first principles, it is capable of exactly 
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predicting the logarithmic growth of the passive film with time that is frequently observed in 

experiment, which is a primary reason for its popularity and frequent application. 

 

 

 

 

Figure 3-2: Elementary reactions responsible for growth and dissolution of the passive film 

according to the PDM, adapted from [44], [47]. MM = metal cation in film lattice site, OO = 

oxygen anion in film lattice site, m = metal atom, VM(/2)+ = cation vacancy, VO = oxygen 

(anion) vacancy, and vm = vacancy in metal substrate. 
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3.3 Passivity and Passive Breakdown of Stainless Steel 

 

Though the motivation for this study is stainless steel, most of this discussion about 

passivity is general and applies to a wide variety of metals. The focus will be on stainless steel 

because it passivates much more readily in many environments than does mild and carbon 

steel. For 18-8 stainless steels, the principle thin film formed in oxidizing environments is a 

combination of chromium (III) oxide (Cr2O3) and iron (III) oxide (Fe2O3). Typically, it forms 

in two layers: an inner layer of primarily Cr2O3 and an outer layer of mostly Fe2O3, although a 

third hydroxide layer may also form in acidic solutions [30]. The formation of a bilayer film 

has been confirmed by several researchers using auger electron spectroscopy (AES) [50]–[53] 

and x-ray photoelectron spectroscopy (XPS) [30], [54], among other techniques. The passive 

film on stainless steel forms in both wet and dry media as long as a source of oxygen is present 

due to the pronounced oxygen affinity of chromium. This further supports the adsorption 

theory of the initiation of passivity [27]. 

As mentioned previously, the formation and breakdown of the passive film are considered 

to be driven by vacancy transport. Figure 3-2 stipulates that the cation (metal ion) vacancies 

are formed at the film/solution interface and are consumed at the metal/film interface; the 

opposite is true for oxygen vacancies. The film forms “into the metal” beginning with adsorbed 

oxygen ions on the metal surface, and proceeds by reactions 2 and 4 in Figure 3-2. Initially, 

reaction 2 proceeds at a faster rate than reaction 5. This continues until a steady state is reached 

at which point formation and dissolution of the film are in equilibrium. The film growth occurs 

due to anion (oxygen) vacancy transport from the metal/film interface, through the passive 

layer, to the film/solution interface, where the film may take on more oxygen. Film dissolution 

or destruction occurs via motion of cation (metal) vacancies in the opposite direction. 

If the cation vacancies cannot be consumed quickly enough at the metal/film interface, they 

may coagulate creating the vacancy condensation seen in Figure 3-3. This may eventually lead 

to local film detachment or rupture, resulting in the breakdown of the passive film. The 
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important parameters in determining passive breakdown are vacancy concentrations and 

diffusion coefficients. Both larger concentrations of cation vacancies and higher diffusion rates 

increase the likelihood of local film breakdown. Under normal circumstances, the passive film 

will remain intact indefinitely. However, the previous chapter detailed the possible failures of 

stainless steel resulting from passive breakdown due to the presence of chloride ions. 

Mechanisms of chloride-enhanced passivity breakdown will be discussed. 

 

 

Figure 3-3: Film formation and breakdown mechanisms of stainless steel with a bilayer 

passive film. Adapted from the work of D. D. Macdonald [44]. 

 

 

 

 



www.manaraa.com

39 

 

 

 

 

3.3.1 Effect of Aggressive Anions 

 

Aggressive anions are capable of competing with oxygen to occupy oxygen vacancy sites 

at the film surface. The problematic anions for many metals including stainless steel are 

halogen ions, of which the most aggressive is often the chloride ion. Absorption of anions other 

than oxygen into surface vacancies results in the generation of cation vacancies by two 

different mechanisms: Schottky pair reactions or cation extraction. For the first case, a pair of 

cation and oxygen vacancies are created from ejection of metal cations and anions from the 

film lattice in a Schottky-type reaction. In the second situation, the absorbed anion reacts with 

surface cations and desorbs into solution, also forming cation and anion vacancies. In each 

case the newly-vacant oxygen site is capable of interacting additional anions, effectively 

repeating the process. This makes the generation of cation vacancies autocatalytic, leading to 

an increased number of cation vacancies than would be formed if only oxygen were present, 

as well as an increase in the dissolution rate [29], [44], [55]. The effect can be so pronounced 

in high anion concentrations that the metal may not readily passivate due to the enhanced film 

dissolution [27]. 

Once the anion and cation vacancies have been formed, they have two potential reaction 

paths. The pair may coalesce and annihilate, resulting in lattice destruction. This is considered 

anion-enhanced film dissolution that occurs on the macro-scale and has the same outcome as 

reaction 5 in Figure 3-2. Alternatively, particularly if cation mobility is moderate to high, the 

cation vacancy can be transported through the film to the metal surface. If the increase in cation 

vacancies due to aggressive anion absorption cannot be consumed quickly enough, they will 

condense at the surface of the metal to form localized voids. The condensation of vacancies 

causes local film detachment, which prevents the film from growing because reaction 2 in 

Figure 3-2 cannot occur. However, film dissolution (reaction 5) continues, causing local 

thinning of the passive film. Eventually, this leads to film rupture either due to complete 

dissolution of the film locally or mechanically due to stress induced in the barrier layer [44]. 
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The particular effectiveness of the chloride ion in inducing passive breakdown of stainless 

steel over other halogen ions has to do with two competing processes. In order for the anion to 

absorb into an oxygen vacancy, it must first dehydrate, which has an associated energy. 

Following dehydration, the oxygen vacancy must expand to accommodate the larger anion. 

These two energies prove to be in competition: the decreasing tendency for ions to hydrate as 

their size increases, resulting in a smaller dehydration energy, is offset by the increasing energy 

required to expand the oxygen vacancy. In the case of stainless steel, as well as many other 

metals, chlorides represent the most favorable combination of energy for absorption into an 

oxygen vacancy compared to other halogen ions. However, depending on the size of the 

oxygen vacancy, absorption of anions other than Cl- may become more favorable, as is the case 

for titanium, which is more likely to breakdown in the presence of bromide than chloride [44], 

[55]. Halogen ions have lesser effect on metals such as titanium, tantalum, molybdenum, 

tungsten, and zirconium due to their high oxygen affinity, making it difficult for halides to 

displace oxygen and occupy vacancies [27]. 

  

 

3.3.2 Pitting Corrosion 

 

Localized breakdown of the passive film creates an active dissolution path where corrosion 

is accelerated, producing an active-passive cell (Figure 3-4). A local breach in the passive film 

results in preferential corrosion of the metal that has been exposed. This creates a region of 

actively corroding metal amidst the passive metal surface with a much lower corrosion rate. A 

potential difference develops between the cathode (passive metal) and anode (active metal), 

resulting in rapid dissolution of the active metal surface, known as pitting. The corrosion 

products that are concentrated in the pit draw anions into the actively-corroding region, 

ensuring that the pit continues to grow. The low oxygen concentration within the pit, depicted 

in Figure 3-4, prevents the active pit walls from re-passivating.  
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Figure 3-4: Active-passive cell leading to pitting corrosion 

 

 

Pitting corrosion occurs in two stages: pit initiation, in which the passive film is breached, 

and pit propagation [27]. Pit initiation requires that the corrosion (or equilibrium) potential 

exceed the critical pitting potential (CPP) at which the passive film begins to breakdown. 

Various corrosion couples can cause the necessary increase in equilibrium potential. Initiation 

of a pit results in an active-passive cell with sufficient voltage difference to induce high current 

density and a high corrosion rate within the pit. Sustaining the pit requires the large voltage 

difference within the active-passive cell that has formed and causes the pit to propagate. The 

pit will continue to grow until a new passive film has formed over the pit, which typically 

requires the voltage to drop below the re-passivation potential of the metal. 

As was mentioned, exceeding the critical pitting potential is necessary for stable pitting to 

take place. Increasing the voltage above the corrosion potential draws more negative ions to 

the metal surface, increasing the likelihood of breakdown by the mechanisms discussed in the 

previous section. Eventually, the aggressive anion presence at the metal surface is enough to 

cause the passive film to breakdown at many localized sites. The potential at which this occurs 
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is known as the CPP [56], [57].  Refer to Figure 5-4 for a plot showing the measurement of the 

breakdown and re-passivation potentials, where the re-passivation potential is the point at 

which the pits may re-passivated and cease propagating following a stable pitting regime. It is 

important to note that pitting may occur below the CPP, and even at equilibrium conditions 

depending on the chloride concentration. These pits tend to re-passivated quickly and are 

unable to propagate and remain active as they are above the CPP. This regime is known as 

metastable pitting, and the pits have a lifetime associated with them depending on the potential 

at which they are formed [58]. 

Materials are also known to have characteristic critical pitting temperatures (CPT), which 

is the lowest temperature at which stable pitting can occur under a given set of conditions. The 

CPT decreases due to several factors, most notably an increase in chloride concentration [59]. 

The standard CPT for 18-8 grades of stainless steel in chloride-containing media is several tens 

of degrees centigrade. The exact temperature is dependent on the composition of the steel and 

the chloride concentration. HLW containers will likely be operating above this temperature 

range due to the decay heat from long-lived isotopes, making stable pitting a possibility in 

most chloride environments. 

A final point to make about pitting corrosion is that pitting will occur in areas where the 

passive film is more likely to breakdown. This includes surface defects or flaws, inclusions, 

grain boundaries, sensitized areas, and areas of high cation mobility. Surface defects, grain 

boundaries, and sensitized areas represent regions that present obstacles to forming stable 

passive films. High cation mobility, on the other hand, means faster diffusion of cation 

vacancies, resulting in an increased likelihood of passive film rupture. Consequently, metals 

forming passive films that are poor cation conductors are better protected against pitting, 

although this is not necessarily the case for other types of corrosion. 

Optical images of stainless steel type 304 are provided in Figure 3-5 showing pitting 

corrosion after a one week immersion in chloride solution. The solution is a combination of 

three chlorides - 0.33 M NaCl + 0.33 M KCl + 0.33 M MgCl2 – producing a 1 M chloride 
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solution. The images show significant pitting after exposure to chlorides for one week, showing 

the potential for passive breakdown despite no applied potential. The substantial effect that 

molybdenum has on the susceptibility of stainless steel to localized corrosion can be seen in 

Figure 3-6. The stainless steel type 316 sample shows a much lower density of corrosion pits 

than type 304 after exposure to the same solution for the same amount of time. Reasons for the 

added protection to localized corrosion provided by molybdenum were discussed in the 

previous chapter.       

 

 

 

Figure 3-5: Optical images at 4x magnification of SS304 before (a) and after (b) immersion 

in a 1 M chloride solution for one week showing pitting corrosion 
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Figure 3-6: Optical images at 4x magnification of SS304 (a) and SS316 (b) after immersion 

in a 1 M chloride solution for one week showing the effect of molybdenum on pitting 

corrosion 

   

 

  



www.manaraa.com

45 

 

 

 

 

CHAPTER 4  

 

MULTILAYER PROTECTIVE COATINGS FOR 

HIGH-LEVEL WASTE STORAGE CONTAINERS 

 

In light of the potential pitfalls of steel canisters discussed in the previous two chapters, 

several coating materials have been proposed: TiN, ZrO2, TiO2, Al2O3, and MoS2 [60]. These 

coatings have been shown to be good barriers to corrosion, hydrogen diffusion, and mechanical 

wear [38], [61]. They are to be deposited on the outer surface of the steel HLW storage canister 

in multiple layers with the goal of isolating the waste package wall (canister) from the 

surrounding environments to which the storage containers may potentially be exposed. Figure 

4-1 depicts the coating setup within the confines of dry cask storage. Refer to Figure 1-2 and 

Figure 1-3 for dry storage cask geometry and configurations. 

 

 

 

Figure 4-1: Multilayer protective coatings for high-level waste storage (not to scale) 
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The first layer is titanium nitride, which has excellent corrosion resistance and high 

mechanical strength. The second compound layer is known as ‘Zirconolite’ and is a compound 

of the three metal-oxide materials. It is insoluble in water and provides additional hardness and 

corrosion resistance. Finally, the outer layer is molybdenum disulfide, which is a common solid 

lubricant that offers physical wear resistance. It is believed that the combination of these 

coating layers with a total thickness of 50 m or less is capable of protecting the primary waste 

storage container from environmentally-induced failures for the foreseeable future. The merits 

and properties of each of these materials will be discussed in detail. 

 

4.1 Coating Materials 

 

4.1.1 Titanium Nitride (TiN) 

 

Titanium is one of the most abundant structural materials in the Earth’s crust and has a 

number of desirable properties that make it and its alloys widely used. Titanium has high 

strength, low elasticity, high melting point, and good corrosion resistance. Its high strength-to-

weight ratio makes it particularly useful as a lightweight structural material [27], [62]. 

Titanium is quite reactive and readily forms protective passive films, primarily TiO2, giving it 

excellent resistance to corrosion. It is resistant to attack in chloride media, and thus is very 

noble on the galvanic series in seawater [63]. Pure titanium is supremely resistant to pitting 

and stress corrosion cracking in chloride solutions, although its alloys are susceptible to SCC 

and crevice corrosion under certain circumstances. The one drawback to titanium is that it is 

entirely dependent on forming and continually reforming a passive oxide film. Because of this, 

it is subject to attack in aggressive, non-oxidizing environments such as concentrated sulfuric 

and hydrochloric acids.  

By compounding titanium to create titanium nitride, its properties are enhanced to include 

those of both covalent compounds – high hardness and high melting point – and metals – high 
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thermal and electrical conductivity. Titanium nitride has been used successfully as a coating 

material and acts as an effective diffusion barrier [64], as well as forming good Ohmic contacts 

with underlying metals [65]. Finally, TiN is used extensively to coat high-speed cutting tools 

to improve wear and corrosion resistance [66]. 

Based on its high mechanical strength, good corrosion resistance, and ability to act as a 

diffusion barrier, as well as the overwhelming abundance of titanium, TiN is an ideal first 

barrier layer to protect HLW canisters. It has the ability to sufficiently isolate the steel substrate 

from potentially harmful environments and can withstand mechanical and corrosive wear. 

Likewise for most coatings, the properties of TiN thin films are subject to the deposition 

method and the deposition conditions. As such, experimental testing of coating materials is a 

necessity. 

 

 

4.1.2 Metal-Oxides (ZrO2, TiO2, and Al2O3) 

 

Oxide ceramics have been used as surface coatings to improve wear, erosion, cavitation, 

fretting, and corrosion resistance. They are especially useful when wear and corrosion 

resistance are simultaneously needed [67], [68]. The three oxide materials under consideration 

- zirconia, titania, and alumina – may either be compounded or co-deposited to create a 

composite material known as zirconolite. The exact properties of zirconolite are highly 

dependent on the relative concentrations of each of the three oxides. Hence, the properties of 

each oxide individually must be understood in order to create the best possible combination of 

zirconolite. 

 

 

 

 



www.manaraa.com

48 

 

 

 

 

i. Zirconium Dioxide (ZrO2) 

 

Zirconium is the primary component of the fuel rod cladding that contains UO2 fuel pellets 

in LWRs. It is used because of its good mechanical properties, low thermal neutron cross 

section, and excellent corrosion resistance. Zirconium is an active metal that forms very stable 

passive films over a wide range of conditions and has mechanical properties similar to titanium 

and stainless steel described previously. Zirconium is resistant to alkalis and most acids that 

do not contain fluorine. Its corrosion resistance breaks down in the presence of high 

temperature air and chloride compounds [27]. 

Zirconium dioxide, or zirconia, much like pure zirconium, has properties similar to those 

of stainless steel and has been called “ceramic steel” [69]. Because of its high permittivity it 

has been considered as a replacement for SiO2 in the semiconductor industry [70]. It is 

extremely stable chemically and  thermo-mechanically, leading to a plethora of potential 

applications, specifically as a coating material [71]. Most importantly, it has shown significant 

promise as a coating for corrosion protection of stainless steel [72], and it has much better 

resistance to chloride solutions than pure zirconium. 

 

ii. Titanium Dioxide (TiO2) 

 

Titanium dioxide, or titania, has been the most widely investigated metal-oxide in the field 

of surface science since the discovery of its ability to split water in a photoelectrochemical cell 

in 1972 [73], [74]. Since this time, TiO2 has been used in an extraordinary number of 

applications including: as a photocatalyst in solar cells, as a gas sensor, as a white pigment, for 

optical coatings, in electric devices, as a coating on medical implants, and to help degrade 

organic molecules such as pollutants [73]. Much like ZrO2, it is a prime candidate to replace 

SiO2 in dielectric gate devices due to thickness limitations created by electron tunneling [73]. 

Undoubtedly, the thermal, chemical, and mechanical stability of titania are partly responsible 
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for its plethora of applications [62]. However, the use of TiO2 as a coating for corrosion 

protection is of interest for this study. Titanium dioxide has frequently been studied as a 

corrosion-resistant coating, specifically on stainless steel [68], [75], [76], and has proven 

successful in many cases. Titania is especially resistant in chloride solutions [68], as was 

previously discussed for passive films on titanium metal, making it an obvious choice for 

protection of stainless steels. 

 

iii. Aluminum (III) Oxide (Al2O3) 

 

Aluminum is another lightweight structural material with good corrosion resistance and 

electrical and thermal conductivity [27]. As with the other metals that have been discussed, 

aluminum is active until it reacts with oxygen to form a protective passive film, which is 

primarily Al2O3 in sufficiently oxygenated environments. Aluminum is subject to pitting and 

crevice corrosion in chloride-containing media and is sensitive to corrosive attack in a number 

of other environments. Despite this, aluminum alloys still find use because of their remarkable 

strength-to-weight ratios, particularly in aerospace manufacturing. However, when weight is 

not the most dominant limiting factor, it is often better to use aluminum as an alloying 

component to make use of its desirable properties. For example, the addition of as little as 3-

5% Al as an alloying component allows corrosion resistance in air up to exceptionally high 

temperatures [27]. 

Aluminum (III) oxide, or alumina, is the final component of the tri-oxide composite coating 

to be deposited on the outer surface of the HLW storage canister. Alumina, much like zirconia 

and titania, is a hard ceramic that is thermally stable and resistant to chemical attack [77]. 

Al2O3 is particularly effective at improving chemical wear and erosion [67]. Alumina is most 

often used for its abrasive properties and its abrasion protection. It is used in sandpaper and 

metal polishing as an effective substitute for diamond, as well as a common coating on cutting 

tools to prevent abrasive wear during use [67]. Alumina provides significantly improved 
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corrosion resistance compared with aluminum metal in addition to its unique wear resistance 

[78].  

 

iv. Zirconolite (ZrO2 + TiO2 + Al2O3) 

 

Oxides are frequently combined to form even more effective coatings, as they tend to blend 

well together. For example, Al2O3 coatings have shown better resistance to corrosion and better 

deposition uniformity when combined with TiO2 [62], [79]. Furthermore, wear resistance of 

alumina/titania compound coatings has been shown to increase over alumina coatings alone. 

This increased wear resistance may be compounded by also adding ZrO2 to the oxide mixture 

[67]. The same goes for corrosion and dissolution resistance, which lends credence to the 

blending of the three oxides to form an even more protective coating layer – zirconolite. 

Zirconolite is very hard, resistant to corrosion, and insoluble in water. As mentioned 

previously, the properties of zirconolite are specific to the relative concentrations of each of 

the three oxides used to prepare the coating. Zirconolite possesses the most desirable properties 

of each of zirconia, titania, and alumina, making it ideally suited to be used as a protective 

coating in many types of environments.   

 

 

4.1.3 Molybdenum Disulfide (MoS2) 

 

The benefits of molybdenum as an alloying component in steels have been described in 

Chapter 2. Molybdenum disulfide, in contrast, does not afford much corrosion resistance, but 

rather is used as a dry lubricant and to provide wear resistance. It possesses especially low 

friction in the absence of liquids and humidity [80]. The low coefficient of friction of MoS2 

leading to desirable lubricating properties is intrinsic in its crystal structure [81]. MoS2 consists 

of covalent bonds and is arranged in a layered, triangular prism with alternating layers of 
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molybdenum and sulfur atoms [80], [82], [83]. The layered structure results from the strong 

polarization of sulfur atoms, which also creates greater spacing between layers. This extra 

spacing combined with weak bonds reduces the shear stress required to cleave the layers [80]. 

The relative ease with which basal cleavage occurs in molybdenum disulfide gives the 

molecule its low friction and good lubrication. Also, despite shearing of atomic layers, MoS2 

is able to retain its structure and its good adhesion to metallic substrates, making it an ideal 

solid lubricant [80], [82]. 

 

 

4.2 Common Coating Deposition Methods 

 

There are a number of methods that are commonly used or have been used to deposit 

coatings on many types of substrates. Selection of an appropriate deposition method depends 

on the type of substrate, the material being deposited, and the desired application of the coating. 

A majority of deposition techniques may be grouped into four categories: physical methods, 

chemical methods, physical-chemical or hybrid methods, and dry etching methods for pattern 

delineation [84]. Each of these categories will be discussed in terms of their most popular 

techniques and the overarching utility of each class of method. 

 

 

4.2.1 Physical Deposition Methods 

 

Physical deposition methods are a class of coating deposition technique that results because 

of a physical reaction in which the deposited material is physically moved onto the substrate. 

A majority of physical deposition techniques fall under the umbrella of physical vapor 

deposition (PVD), which is a set of processes used to deposit thin films using vacuum 

technology to produce a vapor of material, which is then deposited on the substrate. Thermal 
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spraying methods dwell outside the realm of PVD techniques but will also be discussed as 

physical deposition mechanisms.  

 

i. Evaporation Techniques 

 

The first class of PVD techniques involve evaporation of the material to be deposited, 

which occurs in a vacuum environment. Standard evaporation techniques involve heating of 

the deposition material, either thermally, resistively, or using electron or neutral beam heating, 

until evaporation occurs. The gaseous material is then transported to the substrate and 

condenses on the surface, leading to film growth. The low pressure ensures as few interactions 

as possible between the evaporation source and the substrate. A reactive gas may be included 

in the chamber to form compounds prior to condensation on the substrate, which is aptly termed 

“reactive evaporation.” The reactive evaporation process may also be enhanced by forming a 

plasma within the vacuum chamber, aiding the compound-forming reaction [84]. Evaporation 

techniques produce uniform coatings and have good deposition rates but are limited to 

materials that may be efficiently heated to the point of evaporation. 

A specialized evaporation method that has gained significant traction over the past 30 years 

is molecular beam epitaxy (MBE). This is an ultrahigh vacuum (UHV) evaporation method for 

depositing high quality thin films [84]. The process involves atomic or molecular “beams,” 

generated via evaporation or already gaseous sources, which are allowed to crystallize on the 

substrate surface. MBE is capable of producing extremely uniform films with properties very 

similar to those of the bulk material. The benefit to MBE over standard evaporation techniques 

is a lower growth temperature, which limits diffusion and allows for abrupt boundaries 

between layers and thickness control down to single atomic layers [84]. This makes MBE ideal 

for manufacturing semiconductor devices, where it is used extensively. A significant drawback 

to MBE is the extremely high vacuum that is required – often 10-11 Torr or better – to grow 
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uniform, single-crystal coatings. Significant expense and design constraints accompany the 

need for UHV conditions. 

 

ii. Sputter Deposition 

 

The second set of PVD processes, and possibly the most widely used class of deposition 

methods, are the various sputtering techniques. Sputtering is the process of physically 

removing material from a target by bombarding it with energetic particles. The particles that 

have been removed may then deposit onto the substrate. Sputtering differs from evaporative 

methods in that the particles enter the vapor phase due to momentum (or impulse) transfer 

rather than thermal excitation leading to evaporation. This gives sputter deposition significant 

versatility; virtually any material is subject to sputtering without regard for its thermal 

limitations or vaporization requirements. Sputter coatings also have good uniformity and 

smoothness, as well as good adhesion to many substrates. Thickness of sputtered coatings is 

relatively simple to control, and sputtering is highly adaptable, especially to the size of the 

substrate [84]. 

Sputtering may be performed in a number of ways, most of them involving ions as the 

bombarding particle. The ions are typically generated in a plasma discharge, though ion beams 

generated in other manners are also used. Plasma chambers used for sputter deposition include 

DC discharges, cathode arcs, and RF (radio frequency) discharges, in various geometries and 

configurations. Similarly to evaporation processes, sputtering takes place under vacuum 

conditions so that ions and sputtered atoms (or molecules) are relatively unimpeded on the way 

to their targets, producing more uniform films. Low pressure also reduces the energy input 

required to form the plasma discharge. Magnetron sputter deposition is the method of choice 

for this research and will be described in detail in a subsequent section. 
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iii. Ion Plating 

 

Ion plating was developed as an alternative to the other PVD methods, which produce 

deposition particles with insufficient energy for some applications. Evaporation processes 

produce particles with energies less than 1 eV, and sputtering produces atoms with energies up 

to 10 eV [84]. In order to enhance the deposition energies, the substrate and growing film are 

continuously bombarded by high energy ions. Ions bombard the surface before and during 

deposition to increase adhesion by cleaning the substrate surface and to influence the properties 

of the coating during growth [85]. The constant bombardment of the growing coating often 

leads to a dense structure with fine grain boundaries [84]. However, the deposition rate 

decreases because of re-sputtering of the coating from the substrate. The properties of the 

impinging ions significantly affect the coatings and must be closely maintained to ensure 

optimal deposition conditions. 

Ion plating can be added to almost any PVD technique because it can use any source of 

ions. Ions may be produced as a part of the deposition method, as with plasma-assisted 

sputtering, or they may be introduced from a source external to the main deposition process. 

For example, a negative bias applied to the substrate in addition to the target in a DC or RF 

plasma discharge will simultaneously accelerate ions toward the substrate and sputter the target 

material. If instead the ion source is a separate ion gun, it may be applied to any standard PVD 

method, including evaporative, non-plasma methods, in which case it is known as ion beam 

assisted deposition, or IBAD. 

 

iv. Thermal Spraying 

 

Thermal spraying is a class of methods that is often used on an industrial scale to coat large 

items quickly. A high density heat source is used to melt the coating material and accelerate it 

toward the substrate, where it rapidly cools. There are many types of thermal spraying methods 
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including plasma sprays, which are among the most widely used of the thermal spray 

techniques. Plasma spraying utilizes a plasma jet that is hot enough to melt nearly all materials 

and provides significant acceleration to the coating material. 

Thermal spraying methods have deposition rates that are several orders of magnitude 

higher than PVD and chemical deposition methods, allowing for coatings up to several 

millimeters thick. Other major benefits are that thermal spraying does not require low pressure, 

thus saving cost and effort on vacuum equipment, and very large components may be coated 

rather quickly. The main disadvantages are porous coatings and often poor adhesion. The 

drawbacks to thermal spraying make it practical only for thick coatings on relatively large 

substrates, as small devices require greater precision and better uniformity. 

 

 

4.2.2 Chemical Deposition Methods 

 

As the name implies, chemical deposition methods are techniques that utilize chemical 

reactions to deposit coatings. The methods are divided based on the phase utilized to transport 

the coating material. The first group uses a gas phase and vacuum technology to deposit 

material and consists of chemical vapor deposition (CVD) and atomic layer deposition 

techniques. The second group employs the liquid phase as the mass transfer medium and 

primarily involves sol-gel processing [86]. The fundamental difference between chemical 

deposition and physical deposition is that the coating materials are chemically altered from the 

form of the precursor to the final film deposition. The manner in which the alteration occurs is 

dependent on the specific chemical technique. 
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i. Chemical Vapor Deposition (CVD) 

 

Chemical vapor deposition is one of the most important film deposition technologies and 

is used extensively in the fabrication of solid-state microelectronics. CVD presents versatility 

for depositing many types of compounds with high precision [87]. The principles of CVD 

involve the introduction of gaseous constituents, either as part of the process or from a separate 

process, which are made to chemically react and form a solid film on a substrate. Standard 

CVD methods are performed under vacuum conditions ranging from low to ultrahigh vacuum, 

though CVD is also done at atmospheric pressure for certain applications. There are many 

subclasses of CVD depending on the application, though the fundamental processes are the 

same. Thermal chemical vapor deposition, organometallic vapor phase epitaxy (OMVPE), and 

photochemical vapor deposition are notable variations of CVD but will not be discussed further 

[84]. 

The basic CVD sequence begins with reactions leading to the formation of gaseous film 

precursors followed by transport to the substrate and adsorption of the film precursors to the 

substrate surface. Diffusion (often thermally-activated) and further chemical reactions of 

adsorbed film precursors result in film growth [84]. Thermodynamics are important in 

predicting the rates of the possible chemical reactions, and the continual need for more 

advanced and intricate coatings places significant importance on the underlying chemistry. 

The advantages of CVD include its uniform film deposition, allowing for elaborate 

substrate geometries. Additionally, CVD often boasts relatively high deposition rates and a 

lower vacuum requirement than PVD techniques, as well as high purity films. However, the 

precursors to the film composition must be gaseous at the operating temperature. This requires 

very complex and frequently hazardous precursors for low temperature operation, or elevated 

temperatures requiring more sophisticated equipment and control.  
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ii. Atomic Layer Deposition (ALD) 

 

Atomic layer deposition (also known as atomic layer epitaxy or molecular layering) is a 

form of CVD that has been developed to meet the ever-growing needs of semiconductor 

manufacturing. ALD is based on self-limiting chemical reactions, which accounts for the 

atomic layer control that is possible with ALD. Most ALD processes utilize a well-designed 

precursor to deposit binary films in sequential layers. In this case, the reaction may be divided 

into two half-reactions each reaction proceeds in the presence of its own precursor, which, in 

turn, readies the surface for the next precursor-reaction pair. The reactions take place only at 

surface sites, leading to self-limiting film growth; each layer stops growing when the surface 

sites have been exhausted [88], [89]. 

Angstrom-level thickness control is available with ALD, which is the biggest advantage it 

provides over other deposition techniques. It is also capable of producing extremely thin, 

uniform, defect-free films that are necessary for semiconductor and microelectronics 

manufacturing, as well as some other applications. The self-limiting nature of ALD produces 

continuous films because no surface sites are left unoccupied – this is especially important for 

dielectric films. Finally, ALD is extendible to large and varied-geometry substrates because 

the gaseous precursors do not require line-of-site to the substrate, as with PVD methods [89]. 

 

iii. Sol-Gel Processing 

 

Sol-gel processing describes the class of methods in which a solution or sol undergoes a 

transition to a rigid, porous mass (gel). A sol is a liquid containing suspended, insoluble 

particles [84]. Sol-gel reactions are a series of hydrolysis and condensation reactions that 

promote the growth of the suspended particles in a network, representing the sol to gel 

transition [90]. The important reagent (or precursor) in most sol-gel reactions is a metal 

alkoxide [84], where an alkoxide is the conjugate base of an alcohol, which is the compound 
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that is left over after the alcohol loses a proton in a chemical reaction. For coatings, the solution 

undergoes the sol-gel transition once it is in contact with the substrate, going from liquid phase 

to a solid-liquid gel [84]. 

Sol-gel processing has the advantages of low temperature operation and uniform, 

homogeneous, high purity films. Also, any unused material can be recovered and reused, 

making the use of potentially precious and expensive materials quite efficient [84]. The major 

downside of sol-gel is the cost of precursors. It is useful for thin films where material costs are 

not an issue, but there are more practical methods for creating or depositing bulk materials 

[84]. Additionally, it is difficult to avoid film fracture and porosity upon drying of the gel 

phase.  

 

iv. Electrochemical Deposition 

 

Electrochemical deposition is a process by which ions in a solution may be deposited in 

the form of a solid film onto a conducting substrate. Deposition in this manner may be achieved 

by two different processes: electrodeposition, involving externally applied power, or 

electroless deposition, involving a spontaneous deposition with no applied power [91]. In an 

electrodeposition, or electroplating, process the external power source generates a current 

causing material dissolved in solution to be reduced and flow toward the substrate, where it is 

deposited. Electroless deposition relies on clever solution compositions to drive the 

electrochemical potential toward the spontaneous deposition of dissolved material. In this case, 

the solution itself provides the necessary electrons to reduce ions in solution, allowing them to 

be deposited on the substrate surface. Electrochemical deposition techniques are frequently 

utilized in semiconductor and microelectronics manufacturing [91]. They are generally limited 

to conducting materials, making those methods less versatile than other deposition methods. 

However, this is made up for by the deposition rates of electrochemical techniques, which are 
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much higher than other chemical deposition methods. Additionally, electrochemical deposition 

systems can be very simple and inexpensive to manufacture. 

A closely related technique to electrodeposition and electroless deposition is 

electrophoretic deposition, which coats a substrate with particles suspended in a solution using 

electrical currents. The generated electric field causes suspended particles to move toward the 

substrate electrode (electrophoresis), where the particles may coagulate and deposit [92], [93]. 

Electrophoretic deposition is often applied to deposit ceramics and other dielectric materials, 

though it is limited to materials that can be suspended properly in solution. This requires proper 

matching of deposition material and liquid to ensure insolubility. Many oxides have been 

deposited electrophoretically, including TiO2, ZrO2, and Al2O3 [93]. 

 

 

4.2.3 Hybrid (Physical-Chemical) Deposition Methods 

 

Physical-chemical, or hybrid, deposition methods combine aspects of physical and 

chemical deposition to enhance the deposition process. Hybrid methods are able to overcome 

the disadvantages of one technique by complementing it with another and have become quite 

popular because of this. The types of hybrid deposition systems are numerous, but there is one 

of particular interest that has gained significant traction: plasma-enhanced chemical vapor 

deposition (PECVD). 

Plasmas are able to enhance chemical reactions much more efficiently than other methods. 

Because of that, PECVD has been made more cost efficient than thermally-activated CVD in 

most cases. An example of this is the deposition of silicon nitride films. Thermal CVD 

techniques require temperatures between 700 and 900°C, whereas PECVD reduces these 

temperatures to less than 350°C by substituting electrical energy from the plasma for thermal 

energy [84]. Moreover, dissociation of the gaseous species that occurs within a plasma is often 

desirable for augmenting the chemical reactions required for deposition. Lower temperatures 
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are significantly better for substrates and structural materials of the deposition device, which 

is why PECVD has become an established commercial deposition technique for a wide array 

of applications. 

 

 

4.2.4 Etching and Pattern Delineation Processes 

 

Etching is the selective removal of a material to create a specific pattern or design. This is 

typically accomplished by placing a mask over the area where material removal is not desired. 

Etching may be divided into two broad categories: wet and dry etching. Wet etching includes 

most types of chemical etching and generally is capable of removing material much faster than 

dry etching. However, it is typically isotropic because the liquid etchant is capable of getting 

underneath the mask. In cases where precision is required, dry etching is normally the method 

of choice. Dry etching includes plasma-assisted etching, ion beam etching, laser etching, as 

well as other physical and dry chemical etching processes. Physical dry etching uses high 

kinetic energy particles to remove atoms from the substrate, similar to sputtering, whereas dry 

chemical etching utilizes chemical reactions between the gaseous etchant and the substrate. It 

is possible to create anisotropic etches with dry etching methods, which is preferred to isotropic 

wet etching. However, the greater control of dry methods comes at the expense of etch rate, 

which is significantly lower than for wet etching. 

Etching processes are often used in microelectronics fabrication using photoresist on 

silicon wafers, though they are also used to deposit thin films in desired patterns. Etching is 

not an ideal method for the uniform, protective coatings that are desired for HLW storage 

containers, and this description has only been included for completeness. 
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4.3 Magnetron Sputter Deposition 

 

In light of the pros and cons of the deposition methods described in the previous section, 

magnetron sputter deposition was chosen as the method to be used for the deposition of thin 

film coatings on steel for this research. To recap, the advantages of sputter deposition are: good 

film uniformity and thickness control, film deposition with bulk properties, excellent versatility 

in selection of target and substrate materials, good adhesion, and moderate deposition rates 

[84]. 

Magnetron sputter deposition is a form of PVD that has a relatively high deposition rate 

and produces quality films. It has adequate scalability and good adaptability, which were 

important factors in choosing a deposition technique [94], [95]. Due to the overwhelming size 

of spent fuel storage containers, the deposition technique must be appropriately scaled up in 

order to be practical to implement. Moreover, there is a broad range of materials to be 

deposited, and there may be an even wider variety in the future to account for different 

situations and environments. Sputter deposition is capable of handling almost any coating 

material and it may be scaled up by building a larger discharge chamber. Although there are 

other techniques that produce higher quality, lower defect coatings (i.e. ALD and PECVD), or 

have higher deposition rates (i.e. thermal spraying), or are more easily applied on a large scale 

(i.e. thermal spraying and electrodeposition), there are very few deposition methods that 

combine all of these desirable properties. The exceptional adaptability of magnetron sputtering 

combined with high quality films, moderate deposition rates, thickness control, and acceptable 

scalability make it one of the most well-rounded deposition techniques. Furthermore, 

sputtering is relatively simple to control and automate, so it is not a technique that is solely 

confined to research laboratory use. 
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4.3.1 Glow Discharge 

 

The basis of the sputtering operation is the glow discharge plasma that is used as the source 

of ions. In fact, glow discharges are the basis for many types of plasma-based deposition 

processes including sputter deposition, plasma etching, and PECVD, among others [84]. These 

plasmas are generally weakly ionized at well below atmospheric pressure. The basics of 

plasmas will not be rehashed here, as they can be found in any introductory plasma textbook, 

though it is important to discuss the specifics of processing plasmas and the way they are 

controlled. 

Glow discharges are often sustained by applying a high power to a set of electrodes within 

the discharge chamber. A simple schematic of a capacitive plasma discharge is given in Figure 

4-2. The power source, which may be DC voltage or RF power, passes current through the gas 

(normally low pressure) between two parallel plate electrodes, eventually causing the gas to 

ionize or “break down” to form a plasma. The discharge is then sustained by energetic 

electrons. When the voltage is shut off, ionization ceases and recombination of electrons and 

ions produces neutral fill gas again, effectively turning off the plasma. There are many other 

types of plasma discharge configurations, but the focus here will be on planar, capacitive 

discharges. 

Glow discharges for processing are typically low pressure discharges with gas pressures 

between 1 mTorr and 1 Torr, though some applications require higher vacuum [96]. High 

pressure processing discharges are also used as a means of delivering high heat to the target or 

substrate. There is a delicate balance of gas pressure for plasma sputtering: too low of a 

pressure leads to an insufficient number of ions, whereas too high of a pressure reduces the 

mean free path (MFP) of sputtered atoms, causing too many interactions before reaching the 

substrate. Because of this, gas pressure is an important control parameter in determining film 

deposition rate and film uniformity and morphology.  
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Figure 4-2: Simple capacitive plasma discharge – adapted from [96] 

 

 

4.3.2 Physical Sputtering 

 

To reiterate what was stated previously, sputtering is the process of bombarding a target 

with energetic particles to dislodge atoms and/or molecules. The material that is removed may 

then be deposited onto a substrate if desired. In the case of glow discharge sputtering, the 

source of energetic particles is the plasma itself. Heavy ions in the plasma are accelerated 

toward the negatively-biased target, gaining enough kinetic energy along the way to displace 

material upon contact with the target. In Figure 4-3, the plasma is generated in the negative 

glow region, and ions are accelerated through the sheath (or “dark space”), which is mostly 

devoid of electrons, toward the cathode. The sputtered atoms that are ejected from the cathode 

are then deposited on the substrate. The setup in Figure 4-3 is the simplest form of plasma 

sputtering, and it may be controlled by altering the potential through which the ions are 

accelerated and by changing the gas pressure. 
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Figure 4-3: Planar cathodic sputter deposition configuration 

 

 

The primary collision between an energetic ion and a target atom may or may not cause 

sufficient energy transfer to eject the impacted atom. This is dependent on the energy and angle 

of incidence of the bombarding ion. For ions on a path perpendicular to the target, the primary 

collision likely forces the atom further into the substrate rather than toward the surface. 

However, the ion and atom from the first collision are capable of colliding with other atoms, 

which may, in turn, collide with additional atoms, and so on. Eventually, one or more atoms 

may gain the appropriate velocity to leave the substrate. Thus, sputtering typically occurs due 

to multiple collisions involving a cascade due to a single incident ion [97]. The cascade is 

capable of spanning a significant volume inside the substrate, meaning that the damage extends 

beneath the surface. Evidently, the incident ion must have sufficient energy to dislodge an atom 

from its lattice position such that a cascade may initiate. 

With this description of the sputtering process in mind, it is clear that the sputtering yield, 

or the number of atoms ejected from the target per impinging particle, will be different for each 

material. The transfer of energy among atoms depends on the size, density, and placement of 

atoms within the material, along with the energy of the incident particle. Sputtering yield 
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monotonically increases with incident ion energy because each ion possesses more energy to 

transfer to the target atoms, leading to greater recoil energies and longer, more energetic 

collision cascades. Ion energies for sputtering are usually between 200 and 1000 V, which is 

roughly 10 times the threshold sputtering energy for most materials [96]. Sputtering yield is 

also sensitive to the type of ions used to bombard the target. The most efficient energy transfer 

occurs between two similarly-weighted particles. Thus, sputtering yields are increased if the 

ion and target atoms are close in mass. Argon and xenon are most often selected as the 

sputtering fill gas, though other atmospheres are also used, particularly for reactive sputtering. 

The sputtering yield can range from 0.1 atoms ejected per incident ion up to several tens of 

atoms per ion, depending on the factors discussed above. Sputtering yield is an essential 

parameter in determining the film deposition rate and becomes exceedingly important for co-

sputtering of several targets simultaneously or for compound materials, such as the coatings 

chosen for this study. 

 

 

4.3.3 Planar Magnetron Sputtering 

 

In order to get around the balance between a dense plasma and a sufficient mean free path 

of the sputtered neutral atoms, magnetic fields may be introduced. Magnetic fields, alongside 

the ever-present electric fields, are used to increase the efficiency of the deposition system. 

The introduction of magnetic fields changes the motion of charged particles. Both electrons 

and ions move in circular orbits around magnetic field lines. Except for very high strength 

magnetic fields, ion motion remains mostly unaffected because of its mass. Electron orbits, 

though, are substantially altered even by weak magnetic fields. Thus, electrons may be 

manipulated without affecting ions or neutral particles by applying (or inducing) magnetic 

fields of appropriate strength. 
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Magnetrons are a class of sputter sources with applied magnetic fields that run parallel to 

the target. The magnetic fields, in tandem with electric fields persisting in the plasma, are 

capable of confining low energy electrons close to the target surface, causing more ionization 

and increasing the plasma density locally [84], [98]. The local increase in plasma density leads 

to a greater number of ions and increases the sputtering efficiency, effectively increasing the 

film deposition rate. Many of the electrons that become trapped near the target surface are 

secondary electrons emitted upon ion impact. These electrons generally have lower energy 

than electrons in the plasma bulk and thus can be confined with weaker magnetic fields. The 

importance of the secondary electrons in the sputtering process is evidenced by the attention 

given to the secondary electron emission yield in the literature [99]. Increasing the deposition 

rate in this fashion avoids the negative effect that increasing the sputter gas pressure has on the 

sputtered atoms that are to be deposited on the substrate. A properly designed magnetron is 

capable of operating at low pressures ( < 10 mtorr) without losing out on sputtering efficiency., 

which is an important feature that makes magnetrons widely used for sputter deposition. 

However, depending on the configuration of the magnetic field, the target material may be 

preferentially sputtered over smaller areas. This causes poor target utilization and wasted 

materials and is the main disadvantage of the planar magnetron system, though it can be 

overcome by moving the target with respect to the magnets (i.e. rotating cylindrical magnetron) 

[84]. 

Figure 4-4 shows two pictures of a typical planar magnetron sputter deposition system. 

Each pictures shows ideal magnetic fields lines given the magnets shown, albeit the more 

realistic field profile may be found in picture (b). Picture (a) displays the concentration of 

electrons near the target surface leading to an increased local plasma density and increased 

sputtering. The effect of preferential sputtering may be seen in (b) with the depletion of the 

cathode between the magnets. Cooling of the sputtering target is essential due to the heat 

generated from the energy transferred during ion impact. It is evident in (b) that given the 

proper configuration of magnets, the bulk of the plasma may be confined to a region away 
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from the substrate, decreasing the ion flux to the substrate surface. This is desirable in many 

cases to avoid significant re-sputtering of the deposited film. 

 

 

4.3.4 Reactive Sputtering 

 

To this point, the case has been made for avoiding any interactions between the sputtered 

atoms and the background gas by operating at low pressure. However, adding a reactive gas to 

the discharge (i.e. oxygen or nitrogen) opens the door for what is known as reactive sputter 

deposition. Reactive sputtering is a process where the sputtered atoms react with the gas in the 

discharge chamber before depositing on the substrate to form a compound coating. For 

example, aluminum may be sputtered in an argon-oxygen atmosphere to deposit an aluminum 

(III) oxide (Al2O3) coating, rather than sputtering an Al2O3 ceramic target in a non-reactive 

plasma. 

The case for reactive sputtering is two-fold. First, compound materials typically have much 

lower sputtering yields than elemental targets, leading to low deposition rates [100]. This has 

to do with the inefficient energy transfer between particles of dissimilar mass. The disparity in 

sputtering yield between compound and elemental materials is exemplified by aluminum 

oxide. The sputtering yield of pure aluminum for argon ions with energy of 600 eV is 0.83 

atoms per incident ion, and it drops to 0.18 atoms per incident ion for Al2O3 [96], [101]. The 

sputtering yield is over 4.5 times greater for pure aluminum compared to its oxide form, 

resulting in a significantly higher deposition rate of aluminum metal. Sputtering pure 

aluminum and allowing it to react with oxygen in the discharge chamber can overcome the 

poor yield of Al2O3 and greatly increases the deposition rate of aluminum oxide coatings. This 

vast discrepancy between sputtering rates of elemental and compound targets is not always the 

case. The sputtering rates of zirconium and zirconia using 600 eV argon ions are 0.42 and 0.32, 

respectively, and the sputtering rate of TiO2 is actually twice as high as that of elemental 
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titanium for the same energy argon ions [101]. For many cases, though, the sputtering rate 

makes a significant case for the use of reactive sputter deposition. 

Another important aspect of depositing reactively sputtered coatings deals with the 

selection of the power source. Metal targets are capable of dissipating power efficiently and 

therefore are compatible with DC and RF power delivery, which are the typical choices for 

sustaining a plasma discharge. Dielectric targets (i.e. oxide and nitride compounds) are 

insulating and thus cannot handle high DC power without cracking. Instead, the sputtering of 

insulating materials requires RF power and carefully-controlled target cooling. Not only are 

systems with DC power delivery simpler to setup and operate, DC power is much easier to 

scale up to higher power levels. The concerns with RF power upon scaling up include: 

nonuniform power delivery, RF leakage, cross-talk between components, arcing, and the high 

cost of RF power supplies [84]. Metallic targets are easier to purify, machine, and cool, making 

them more efficient to use than insulating compound targets [84], [102]. 

Control of gas flow rates into the discharge chamber is very important for reactive 

sputtering. The metallic target is capable of interacting with the reactive gas prior to sputtering, 

causing a compound layer to form on the surface of the target. This is known as target 

poisoning and will greatly reduce the deposition rate for reasons mentioned previously [100], 

[102]. Flow of the reactive gas must be acutely controlled to prevent target poisoning due to 

too much of the reactive gas, and to avoid depositing metallic coatings from an insufficient 

supply of the reactive gas to form compounds with sputtered atoms. The stoichiometry of 

reactively sputtered films is also very sensitive to the concentration of the reactive gases in the 

discharge. This places a premium on gas flow control in order to maintain the desired film 

composition and stoichiometry, though it also provides considerable control over film 

deposition [102]. This makes reactive sputtering considerably more difficult to implement than 

nonreactive sputtering. 
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Figure 4-4: Depiction of magnetron sputter deposition: a) argon discharge showing effects of background gas; b) argon 

discharge with preferential sputtering depicted between magnets 
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4.3.5 Experimental Magnetron System 

 

The system utilized for coating deposition in this study is pictured in Figure 4-5. It is a 

CMS (Combinatorial Materials Science) – 18 Multi-Source magnetron sputter deposition 

system from the Kurt J. Lesker Company. The deposition system is located in the Department 

of Materials Science and Engineering at the University of Florida at Gainesville. 

The processing chamber is a 15”-high cylinder with an 18” diameter and made of stainless 

steel. It is capable of functioning anywhere from atmospheric pressure to UHV (roughly 10-10 

Torr). This magnetron has a rotating mount up to 40 rpm that supports up to 6” substrates and 

substrate heating up to 800°C. RF and DC power delivery are supported for sputtering either 

conducting or insulating materials, both magnetic and non-magnetic. Finally, the chamber can 

house 4 sputter targets simultaneously and is capable of multi-gas injection for reactive sputter 

deposition. 
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Figure 4-5: Magnetron sputtering system – Dept. of Materials Science and Engineering, 

Univ. of Florida, Gainesville 

 

 

4.4 Coating Characterization 

 

Following deposition, the coatings are imaged and characterized to ensure uniformity and 

good adhesion to the substrate. Imaging techniques include optical microscopy, scanning 

electron microscopy (SEM), and focused ion beam (FIB) imaging. Optical imaging provides a 

quick method to determine differences in surface morphology, whereas electron imaging 

allows for much higher magnification to capture fine microstructure. FIB imaging is useful for 

milling out regions and observing cross sectional areas with very high magnification.  

 

 



www.manaraa.com

72 

 

 

 

 

 

Figure 4-6: SEM image of titanium nitride on SS316 – cathodic arc deposition – 5 k x 

magnification 
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Figure 4-7: SEM image of titanium nitride on SS304 – magnetron sputter deposition – 10 k x 

magnification 

 

 

Figure 4-6 and Figure 4-7 show SEM images titanium nitride coatings on two different 

stainless steels deposited using two different methods, cathodic arc and magnetron sputtering. 

These images demonstrate the ability of electron microscopes to differentiate between 

microstructure. It is also clear that magnetron sputtering (Figure 4-7) is capable of producing 

uniform coatings, which is one of the reasons it was chosen as the deposition technique. Each 

coating was imaged in a similar manner following deposition.  

The power of FIB imaging may be gathered from Figure 4-8, which shows a surface region 

milled out using an ion beam and the same region blown up to measure the thickness of the 

protective surface coating.  
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Figure 4-8: FIB image of titanium nitride coating on SS304; milled-out region (left) and an extremely high magnification 

view of the coating layer (right) 
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Figure 4-8 shows a fairly uniform coating thickness of roughly 235 nm over a portion of 

the surface of a SS304 disk. Using FIB imaging, TiN proved to be the thickest coating out of 

the five materials selected for the same deposition duration. The higher thickness for TiN is 

based on the fairly high sputtering yield of TiN compound targets. On the other hand, a TiO2 

coating on SS304 may be seen in Figure 4-9 showing a coating thickness around 30 nm, which 

is roughly an order of magnitude thinner than the TiN coating. Each of the metal-oxide coatings 

proved to be less than 100 nm thick, owing to the very low sputtering yield of oxide targets. 

The extremely thin oxide coating layers make a good case for the use of reactive sputtering, 

which was discussed earlier in this chapter. The effect of the protective coating thickness will 

be addressed in a subsequent chapter. 

 

 

Figure 4-9: FIB image of a TiO2 coating on SS304 with thickness marked on the image – 250 

k x magnification 
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CHAPTER 5  

 

CORROSION TESTING 

 

The primary focus of this study is on the corrosion performance of the bare and coated steel 

canister materials. Two types of corrosion experiments are implemented: electrochemical 

polarization and prolonged exposure in circulating corrosive solutions. These two testing 

mechanisms provide significant information about the bare and coated steels in a number of 

environments. 

 

5.1 Electrochemical Polarization 

 

Electrochemical polarization has become an extremely popular technique to assess the 

corrosion of various materials. The technique consists of measuring the flow of electrons 

(current) from the oxidation and reduction reactions that collectively cause corrosion. External 

voltage or current is applied to disturb the equilibrium state, which is known as “polarization.” 

By artificially creating non-equilibrium conditions, corrosion is accelerated, allowing for rapid 

assessment of the corrosion behavior. Electrochemical polarization measurements allow 

corrosion to be observed and quantified over a much shorter timescale than would be necessary 

in the absence of an applied bias and subsequent response current [103]. 

A diagram of the experimental setup for polarization measurements is provided in Figure 

5-1. Electrochemical testing is completed using the MULTIPORT™ corrosion cell kit and the 

Interface 1000 potentiostat, both from Gamry Instruments (https://www.gamry.com/). The 

potentiostat is the controlling unit of the test cell that applies and measures the voltage and 

current signals using the software provided with the unit. The experimental arrangement is the 
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standard 3-electrode configuration employing a working electrode, a counter electrode, and a 

reference electrode.  

 

 

 

Figure 5-1: Diagram of the setup for electrochemical polarization measurements 

 

 

The working electrode is the material undergoing corrosion, which is one of three steel 

alloys in this case. A saturated silver/silver chloride (Ag/AgCl) reference electrode sets the 

potential against which voltage is measured, or the reference potential. An inert graphite rod is 

placed in the cell to balance the reactions occurring at the surface of the working electrode and 

is known as the counter electrode. The purpose of the counter electrode is to act as an electron 

sink to avoid passing substantial current through the brittle reference electrode. Each of these 

electrodes is connected to the potentiostat, which is controlled by computer software.  
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Temperature is measured using a thermocouple placed in solution connected to a multimeter. 

Figure 5-2 shows a labeled picture of the experimental setup to perform electrochemical 

measurements.  

 

 

 

Figure 5-2: Electrochemical polarization setup with labeled components 

 

 

5.1.1 DC Electrochemistry 

 

DC electrochemistry consists of applying static voltage or current signals and measuring 

the system response. The DC electrochemical measurements utilized in this study will 

exclusively control voltage and measure current. Two forms of voltage control that will be 

employed are potentiostatic and potentiodynamic measurements, the difference between them 
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being that the voltage is either held constant (potentiostatic) or changes at a prescribed scan 

rate (potentiodynamic). 

 

 

 

Figure 5-3: Cyclic polarization curve for stainless steel type 316 in 1 M NaCl solution. 

Arrows indicate direction of voltage scan 

 

 

5.1.1.1 Cyclic Potentiodynamic Polarization Curves 

 

Potentiodynamic current-voltage curves provide a majority of the information that can be 

gathered from DC measurements. A special application of potentiodynamic techniques known 

as a cyclic polarization curve may be seen in Figure 5-3. The voltage scan initiates at the start 

point noted in the figure and continues in the noble (positive) direction following the direction 

of the arrows. Upon reaching the apex, the scan reverses and terminates at the starting voltage. 
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Significant information may be garnered from cyclic polarization curves including corrosion 

rate, passive breakdown potential, re-passivation potential, and the propensity for localized 

corrosion in a given environment.  

Figure 5-4 shows the same polarization curve as that provided in Figure 5-3 with the 

passive breakdown (EBD) and re-passivation (ERP) potentials noted on the graph. The passive 

region is the portion of the curve that is noble to the equilibrium potential (zero overpotential) 

and is marked by a small change in current over a large voltage range. Passive breakdown is 

denoted by EBD in Figure 5-4 and spells the end of the passive region and the onset of localized 

corrosion. This is indicated by the large increase in current that ensues. The passive breakdown 

potential is equivalent to the critical pitting potential in the absence crevice corrosion and is 

the point at which corrosion pits begin to form and propagate [56], [57]. 

Re-passivation is the point at which corrosion pits cease propagating and the passive film 

is able to reform. It is noted in Figure 5-4 as the point at which the reverse scan crosses over 

the forward scan. The positioning of the breakdown and re-passivation potentials with respect 

to the equilibrium potential speaks to the passivation behavior of the material. Furthermore, 

the severity of the localized corrosion (mostly pitting) may be qualitatively determined from 

the hysteresis in the cyclic polarization curve. In the absence of pitting and crevice corrosion, 

the reverse voltage scan would lie directly on top of the forward scan. The size of the loop 

marked “localized corrosion” in Figure 5-4, or the area under the curve, is proportional to the 

amount and severity of the localized corrosion. This is evidenced by the fact that the reverse 

scan measures the same current magnitude for a much lower voltage, which is attributable to 

pits that have formed and continue to grow.        
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Figure 5-4: Cyclic polarization curve for SS316 showing the passive breakdown (EBD) and 

re-passivation (ERP) potentials as well as the region associated with localized corrosion 
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Figure 5-5: Cyclic polarization curve (right) and polarization resistance curve (left) for stainless steel type 304. Parameters 

are determined from the slope of the curves, as shown. Rp is the polarization resistance and βa and βc are the anodic and 

cathodic Tafel coefficients, respectively.
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5.1.1.2 Corrosion Rate 

 

In addition to providing information about passivity and localized corrosion, 

potentiodynamic polarization may also be used to determine uniform corrosion rates. Figure 

5-5 shows the information relevant to determining corrosion rates that may be gathered from 

cyclic polarization curves. The process of calculating corrosion rates from polarization curves 

is described below.  

The Butler-Volmer equation (Eq. (5.1)) is often used to describe the relationship between 

potential and current for a system undergoing a combination of anodic and cathodic 

electrochemical reactions. 

 

 
   

exp expa corr c corr

corr

nF E E nF E E
I I

RT RT

       
      
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  (5.1) 

 

Where:  αa, αc are anodic and cathodic charge transfer coefficients, 

   F is Faraday’s constant (= 9.6485E+04 C/mol), 

   n is the number of electrons involved in the reactions, 

   R is the universal gas constant (= 8.3144598 J/(K-mol)), 

   T is the absolute temperature (K), 

   Ecorr is the corrosion (equilibrium) potential (V), 

   Icorr is the corrosion (equilibrium) current (A), 

And  I is the measured current (A). 

 

The quantity 2.3RT/αnF is typically denoted as β [104], in which case Eq. (5.1) can be rewritten 

as: 
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  (5.2) 

 

Where:  Ia, Ic are anodic and cathodic currents (A), 

   η is the overpotential (η = E – Ecorr, V), 

And  βa, βc are anodic and cathodic Tafel slopes (V/decade). 

 

 This gives a relationship between the current and the deviation from the equilibrium 

potential (overpotential) in terms of parameters characteristic of the coupling of the material 

and environment, the corrosion current and Tafel slopes, which is valid assuming kinetic 

control of the corroding system under observation. Measured potential versus current data may 

be fit to Eq. (5.2) using least squares fitting with Icorr, βa, and βc as the fitting parameters. 

By restricting the potential to a region very close to the corrosion or equilibrium potential 

(low overpotential region), the exponentials can be expanded in a Taylor series about η = 0, 

resulting in the Stern-Geary equation [105]: 

 

 
 0 2.3

a c

corr a c

d

dI I
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


  (5.3) 

 

The left hand side of Eq. (5.3) is the slope of the potential versus current curve in the 

immediate vicinity of the equilibrium potential and is known as the polarization resistance, Rp. 

This is depicted in the picture on the left in Figure 5-5. 

In the high overpotential region, it is simple to show that either the anodic or cathodic 

region dominates. The region of high positive overpotential, η > 0, is dominated by the anodic 

region, whereas the high negative overpotential region, η < 0, the cathodic reaction dominates. 

When anodic current dominates, Eq. (5.2) reduces to: 
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Rearranging Eq. (5.4), the overpotential may be written as: 

 

      log ln ln
2.3

a

corr
a b I I I


         (5.5) 

 

Therefore, the anodic Tafel coefficient, βa, is proportional to the slope of the voltage versus 

log current curve in the region of positive overpotential. The same applies for the cathodic 

Tafel coefficient, βc, in the negative overpotential region. See Figure 5-5  

Solving Eq. (5.3) for the corrosion current gives: 
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a c
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  (5.6) 

 

All terms on the right hand side of Eq. (5.6) can be determined experimentally, in which 

case the equilibrium current is immediately obtainable. Once the corrosion current has been 

calculated, Eq. can be used to relate corrosion current to corrosion rate for a given material 

undergoing oxidation and reduction reactions.  
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  (5.7) 

 

Where:   ρ is the mass density (g/cm3), 

    EW is the equivalent weight of the electrode (g), 
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    Ae is the electrode area exposed to corrosion (cm2), 

    k is a constant (= 3272 mm/(A-cm-year)), 

And   Kcorr is the corrosion rate in millimeters per year (mmpy). 

 

 

5.1.2 AC Electrochemistry 

 

5.1.2.1 Theory 

 

Applying a voltage signal v(t) = Vmsin(ωt), consisting of a single frequency f = ω/2π, to a 

cell will result in a steady state current i(t) = Imsin(ωt + θ), where t is the time and Vm and Im 

are peak amplitudes. This measured current will be of the same frequency as the applied 

voltage but will have shifted phase. The phase shift θ is the phase difference between the 

voltage and current and is zero for a purely resistive response [106]. Whereas resistive behavior 

is simple to characterize, the response of capacitive and inductive elements to sinusoidal 

voltage and current signals is not so trivial. For a capacitor: i(t) = [dv(t)/dt]C, and for an 

inductor: v(t) = [di(t)/dt]L, where C and L stand for capacitance in Farads and inductance in 

Henrys, respectively.  

Fourier transformation allows for a simpler treatment of the resulting system of equations. 

The sinusoidal voltage and current signals may be rewritten as: v(t) = Vm exp(jωt) and i(t) = Im 

exp(jθ) exp(jωt), where 1j   . In order to simplify the use of these time-varying signals, 

Fourier transforms may be implemented. The Fourier transformations for the voltage and 

current are defined in Eqs. (5.8) and (5.9), which convert voltage and current signals from the 

time domain to frequency space. 
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By applying the definitions for capacitive and inductive elements above, these equations 

become: 
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      /Z j V j I j     (5.12) 

 

Where Z, V, and I are the frequency-dependent impedance, voltage, and current, 

respectively. 
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Thus, Eq. (5.10) gives the relationship between current and voltage in the frequency 

domain for a capacitor, and Eq. (5.11) gives the same relationship for an inductor. Together 

with Eq. (5.12), the impedance of a capacitor and inductor in frequency space may be expressed 

as: 

 

 
1

C
Z

j C
   (5.13) 

 

And 

 

 L
Z j L   (5.14) 

 

Both of these equations are much easier to implement than the expressions involving time 

derivatives given above, proving the utility of the Fourier transform. Impedance is a complex 

quantity consisting of both resistive and reactive components and is useful for characterizing 

circuits in terms of a single parameter. The following equations round out the necessary 

information required for a complete representation of impedance: 

 

 R
Z R   (5.15) 

 

 ' "Z Z jZ    (5.16) 
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  1tan "/ 'Z Z    (5.18) 
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   ' cosRe Z Z Z     (5.19) 

 

   " sinIm Z Z Z     (5.20) 

 

Where R is resistance, |Z| is the modulus of impedance, θ is the phase angle, and Re(Z) and 

Im(Z) are the real and imaginary components of impedance (resistance and reactance). 

 

 

5.1.2.2 Application 

 

Impedance measurements applied to systems under electrochemical control is termed 

Electrochemical Impedance Spectroscopy (EIS). Impedance spectroscopy has been widely 

applied to electrochemical systems because the impedance contains all of the information 

available to be extracted from the electrochemical system that can be captured using purely 

electrical measurements [107]. EIS allows for determination of fundamental properties of 

electrochemical systems and has become increasingly popular in the field of corrosion science 

as instruments have become available to extend measurements into the mHz range and below. 

The impedance of a cell at a given frequency can be determined by applying a time-varying 

current perturbation and measuring the voltage response, or, more commonly, by applying a 

sinusoidal voltage perturbation with known amplitude and measuring the response current. 

This approach is referred to as potentiostatic (voltage-controlled) impedance spectroscopy (IS) 

and is generally preferred over galvanostatic (current-controlled) IS because it offers greater 

control over the kinetics in the cell. Repeating this measurement over a wide range of input 

frequency produces an impedance spectrum, which may be analyzed to produce information 

about the electrode-electrolyte system under investigation. 
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In practice, impedance measurements are limited by several factors. High frequency 

measurements are plagued by the inductance of the current- and voltage-measuring wires. The 

time varying current that flows through the wires generates a magnetic field, which causes 

inductive behavior in adjacent wires. The wire inductance can be as large as several hundred 

nH (nano Henrys). According to Eq. (5.14), the impedance of an inductor scales linearly with 

frequency. Thus, the impedance due to the mutual inductance of the measurement wires 

becomes significant above 50 to several hundred kHz depending on the arrangement of the 

wires. Fortunately, high frequency inductance is easy to spot in an impedance spectrum and is 

almost always an artifact of the measurement instrument. The cross talk between wires may be 

minimized by changing the wire geometry. 

On the other end of the spectrum, low frequency measurements are susceptible to 

instabilities. Many electrochemical systems are not stable enough to allow for consistent 

measurements for frequencies below several mHz. This is especially true for impedance 

spectra intentionally measured away from equilibrium conditions. Resolution of very low 

(m) or extremely high (T) impedances is also dependent on instrument function, though 

typical electrochemical systems lie between these two extremes. Finally, and arguably most 

importantly, the impedance response must be linear. That is, the response to the sum of two 

simultaneous input signals must be the same as the response to the signals applied separately. 

In other words, the impedance must be independent of the magnitude of the AC voltage 

perturbation. As long as the perturbation amplitude is less than the thermal voltage (25 mV at 

25°C), the governing equations become approximately linear [106]. This severely limits the 

use of simultaneous multi-frequency measurements, as the sum of all sinusoidal input signals 

must still be less than the thermal voltage for linearity to apply. Measured impedance spectra 

may (and should) be checked for linearity and stability by using the Kramers-Kronig 

relationships [107]. 

Raw impedance spectra provide little information about the system undergoing 

measurement. Analysis is required to extract desired information. This is typically 
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accomplished by fitting the impedance spectra to an equivalent circuit model consisting of 

circuit elements that can be linked to physical phenomena. For example, the Randles circuit 

depicted in Figure 5-6 is often used to fit impedance spectra of corroding metals. It consists of 

a resistor in series with a standard RC circuit. The series resistor is related to the 

uncompensated Ohmic resistance of the electrolyte solution, and the parallel resistor represents 

the charge transfer resistance of the electrode. The sum of the two resistances is equivalent to 

the polarization resistance, which was discussed in a previous section. Finally, the capacitor 

represents the geometrical capacitance, which captures any insulating behavior in the system. 

This is often linked to the Helmholtz capacitance of the double layer that forms at the electrode-

electrolyte interface. Note that R.E. and W.E. stand for the reference electrode and working 

electrode, respectively, and are included to show the application of the equivalent circuit to 

EIS measurements.  

 

 

 

Figure 5-6: Randles circuit for EIS equivalent circuit modeling. R.E. and W.E. are the 

reference and working electrodes, R is the ohmic (electrolyte) resistance, Rct is the charge 

transfer resistance of the working electrode, and CDL is the double layer (Helmholtz) 

capacitance. Note that Rp ~ R + Rct. 

 

The impedance response of the Randles circuit is displayed in Figure 5-7 and Figure 5-8. 

The impedance modulus and impedance phase angle are provided in Figure 5-7, which is 
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known as a Bode plot. The low frequency limit of impedance is equivalent to the polarization 

resistance (Rp), whereas the high frequency limit represents the Ohmic resistance of the cell 

(RΩ). Figure 5-8 shows another characteristic response of a Randles circuit, which consists of 

a semicircle in the complex plane.        

 

 

 

Figure 5-7: Normalized impedance response of a Randles circuit – impedance modulus and 

phase angle (Bode plot) 
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Figure 5-8: Normalized reactance versus resistance for a Randles circuit (Nyquist plot) 

 

 

Any measured impedance may be modeled by an electrical circuit containing a finite 

number of elements (resistors, capacitors, and inductors) arranged in various configurations. 

Clearly, adding more appropriately-placed elements to an equivalent circuit will improve the 

fit to experimental data. The key, though, is to limit the circuit to elements that can be assigned 

physical analogs. 

More complicated equivalent electrical circuits may be employed in the cases where the 

impedance response may not be represented by a single RC circuit. Adding additional circuit 

elements creates different combinations that produce the same impedance spectra. An example 

of this may be seen in Figure 5-9, which shows two different circuit combinations with the 

same number of elements. Both of these circuits are capable of modeling the same impedance 

response with appropriately-valued circuit elements. This introduces another layer of 

uncertainty in the impedance modeling. Prior knowledge of the proper range of values for 

elements in the equivalent circuit is required to choose between circuits in this case. 
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Figure 5-9: Two equivalent electrical circuits producing the same impedance response 

 

 

The Echem Analyst from Gamry Instruments is used to fit impedance spectra to equivalent 

circuits. The program employs a simple user interface for circuit building and performs 

nonlinear least squares (NLLS) fitting between the measured impedance and the simulated 

impedance of the equivalent electrical circuit. Least squares fitting is based on minimizing the 

sum of the squares of the errors between data points and a given function, and the Echem 

Analyst gives the user a choice between two algorithms for NLLS: Levenberg-Marquardt and 

Simplex. The Levenberg-Marquardt algorithm [108] is a more robust version of the Gauss-

Newton algorithm and is realized by using numerical derivatives of the error function. It is 

susceptible to being trapped by local minima instead of converging to the global minimum. 

The simplex algorithm [109] randomly generates initial points around starting values to work 

downhill in the error surface toward the function minimum. It is generally slower than the 

Levenberg-Marquardt method but avoids the pitfalls of getting stuck in local minima. 
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Generally, the simplex method is useful for an initial fit, and the L-M method can be 

implemented for final convergence. In this work the simplex method is preferred because the 

selection of initial values is more forgiving and it reaches final convergence more efficiently, 

but both algorithms produce nearly identical NLLS parameters in the end.  

 

 

5.1.2.3 Constant Phase Element 

 

A primary difficulty of fitting experimentally-obtained impedance data using standard 

circuit elements is that many metal-electrolyte systems do not exhibit ideal capacitive behavior. 

This deviation from ideality gives rise to the use of the constant phase element (CPE) to replace 

the capacitor in equivalent circuit models of measured impedance data. The CPE, which is 

purely a mathematical construct, has impedance given by: 

 

 
 

1
CPE

Z
j Q




   (5.21) 

 

Where α and Q are the characteristic CPE parameters. The CPE exponent α varies between 

0, corresponding to an ideal resistor, and 1, for an ideal capacitor. Q has units of Ω-1 sα and is 

equivalent to capacitance for α = 1 (Ω-1 s = F). 

Unlike a resistor or a capacitor, the CPE has both resistive and reactive components of its 

impedance. This comes from the fact that jα = cos(απ/2) + j sin(απ/2). The real and imaginary 

components of the CPE impedance are given in the following equations: 
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The CPE parameters may be determined from impedance spectra by NLLS fitting to a 

proper equivalent circuit, or by employing Eq. (5.24), which is obtained by rearranging Eq. 

(5.23). Calculation of Q and α comes from the slope and intercept of a linear fit to ln(Z’’) vs. 

ln(ω). This method has the advantage of not needing to assume an equivalent circuit if one is 

not known. 
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  (5.24) 

 

It is clear from Eq. (5.24) that the CPE exponent  may also be calculated as a function of 

frequency using [110], [111]: 

 

  
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 

ln "

ln

d Z

d


 


   (5.25) 

 

The CPE fits a wide range of experimental conditions with only two adjustable parameters, 

but it is not rooted in any physical processes. Because of this, the origin of CPE behavior in 

electrochemical systems has been significantly debated. However, it was initially proposed by 
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Cole and Cole in 1941 [112], who attributed the behavior to a distribution of time constants (τ 

= RC), which may occur due to a distribution of capacitance or resistance (or both). This is 

generally considered to arise from distributions of physical properties. In the literature, the 

origin of CPE behavior in electrochemical systems has been attributed to porosity, surface 

roughness, grain boundaries, material inhomogeneity, dielectric relaxation, double layer 

effects, etc. [113]. The prevailing theory was that the frequency dispersion of the measured 

capacitance related in some manner to the surface roughness. For example, the CPE exponent, 

which is a measure of the deviation from ideal capacitive behavior, has been shown to decrease 

monatonically with increasing surface roughness for platinum electrodes [114], pointing 

toward increasing frequency dispersion with an increase in surface roughness. However, 

theories crafted to relate capacitance dispersion solely to the electrode geometry have failed to 

capture the frequency dependence of the capacitance in the frequency range that is measured 

experimentally [115], [116]. More recently, CPE behavior has been related to surface 

energetics and atomic-scale heterogeneity [111], a theory which is supported by the work of 

Kerner and Pajkossy [116], [117], in which annealing of the electrode prior to testing was 

shown to decrease capacitive dispersion. They also showed that after sufficient annealing, and 

in the absence of Faradaic reactions and anion adsorption, single crystalline noble metals could 

attain very nearly-ideal interfacial capacitance ( ~ 1). This seems to point toward differences 

in surface energetics, which includes compositional differences, ion adsorption, etc., as a prime 

candidate for the origin of capacitive dispersion [118], though further investigation is certainly 

required. Despite that the origin of constant phase behavior remains uncertain, it is widely used 

in impedance modeling to improve the fit of equivalent circuits. 
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5.2 Corrosion in Circulating Salt Brines 

 

As an additional source of corrosion testing, bare and coated steel samples are placed in 

circulators with brines of different pH for as long as 150 days. A picture of the circulators is 

provided in Figure 5-10. Piping is made from PVC and the pumps used are capable of 

circulating liquid at 1 gallon per minute. The mass of each sample is measured at regular 

intervals to determine the change in weight due to corrosion. The compositions of the corrosive 

solutions are given in Table 5-1. Circulating solutions are simulated concentrated waters 

(SCW) meant to emulate ground water compositions that are present in Yucca Mountain [119]. 

The solutions contain significant concentrations of chlorides and cover a wide pH range.  

 

 

Figure 5-10: Circulators used for extended corrosion testing 
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Table 5-1: Composition of simulated concentrated water solutions used in circulators 

pH = 2.4 pH = 8.2 pH = 13.15 

Compound Quantity Compound Quantity Compound Quantity 

H2O 1000 mL H2O 800 mL H2O 800 mL 

NaCl 70 g KCl 120 g KCl 90 g 

KCl 70 g Na2SO4 20 g NaCl 80 g 

KNO3 15 g NaCl 90 g Na2SO4 15 g 

MgSO4 15 g MgSO4 30 g NaOH 20 mL 

NaOH 5 mL KNO3 15 g   

H2SO4 3 mL     

 

 

5.2.1 Results 

 

Bare and coated stainless steel samples showed no measurable weight change over a 140-

day period in any of the three solutions. More importantly, the coatings were still intact 

following extended submersion. This confirms good corrosion resistance and adhesion of the 

protective coatings.  

Carbon steel samples saw measurable corrosion in all solutions, with up to 3% weight loss 

after almost 5 months. Corrosion in the low pH solution was highest, as sulfuric acid makes 

for an aggressive solution. It is expected that carbon steel will experience measurable 

corrosion, especially in acidic conditions. Figure 5-11 shows graphs of measured mass over 

time for four coated steels in each of the three SCW solutions. Mass remains nearly unchanged 

for all but the carbon steels in the acidic solution. Coated and bare steels show the same trends.   
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Figure 5-11: Measured mass over time of coated steels in three different SCW solutions – solution pH is provided 
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CHAPTER 6  

 

CORROSION OF SINGLE LAYER PROTECTIVE 

COATINGS ON STEEL SUBSTRATES  

 

 

A portion of this chapter is published in the journal Progress in Nuclear Energy: “Corrosion 

of single layer thin film protective coatings on steel substrates for high level waste 

containers,” Michael A. Fusco, Yasar Ay, Abigail H.M. Casey, Mohamed A. Bourham, and 

A. Leigh Winfrey, Vol. 89, pp. 159-169, May 2016, DOI: 10.1016/j.pnucene.2016.02.016. 

 

6.1 Experimental Methods 

 

Electrochemical testing was completed using the MULTIPORT™ corrosion cell kit and 

Interface 1000 potentiostat from Gamry Instruments, along with the DC105 electrochem 

software. A standard three electrode setup with a graphite counter electrode and saturated 

Ag/AgCl reference electrode is used. The reference electrode is placed directly in the corrosion 

cell to avoid problems posed by a salt bridge. The samples are placed in a holder conducive to 

testing disks of vary thickness, such that the total exposed surface area to the aerated 1 M NaCl 

solution is 4.15 cm2. 

Prior to testing, the stainless steel samples are immersed in the testing solution for 15 to 24 

hours, allowing the open circuit potential to stabilize. Carbon steel samples equilibrate much 

more rapidly and need only be placed in solution 1-3 hours before testing. Temperature is 

controlled using a water bath and thermocouple placed inside the polarization cell. Voltage 
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drop due to resistance of the NaCl solution is accounted for by the software controlling the 

potentiostat using the current-interrupt method [120]. 

Cyclic potentiodynamic polarization curves are measured for each sample to determine 

corrosion rate and passivation capabilities. These curves encompass both high and low 

overpotential regions and thus can provide corrosion rates without additional testing. The data 

gathered can be used for quantitative analysis provided the voltage scan rate is slow. The scan 

rate used for all electrochemical analysis presented here is 0.6 V/hr (0.1667 mV/s), in 

accordance with ASTM standard G61-86 [121]. The forward voltage scan is measured from 

250 mV below the open circuit potential (Eoc) to 1.2 V above Eoc, or until a critical current 

density is reached. The reverse scan begins immediately following the forward scan and 

proceeds at the same scan rate. The reverse san determines the localized corrosion behavior in 

the form of a hysteresis in the voltage-current relationship. These tests are completed at 

temperatures of 20, 40, 60, and 80°C to simulate elevated canister temperatures due to decay 

heat. 

Slopes of the anodic and cathodic half reactions are determined separately from the Echem 

Analyst™ software from Gamry Instruments, using an ‘E log I’ fit within 250 mV of the 

corrosion potential (high overpotential region), which is the region in which Eq. (5.5) applies. 

Polarization resistance is then calculated by extracting the data within the low overpotential 

region ( 5 mV from Ecorr) and performing a linear regression. Rp is established as the slope of 

this line. From this, Eqs. (5.6) and (5.7) are used to compute the corrosion current and corrosion 

rate. Several samples of each material at each of the four temperatures are tested; the values of 

corrosion current presented are averages. The MoS2 coatings suffered from adhesion issues 

and thus were not included in this study.  
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6.2 Kinetic Activation 

 

The corrosion current (or corrosion rate) has been shown to follow an Arrhenius 

relationship with temperature [122]–[124]: 

 

 

0

exp a

corr

E
i A

RT

 
   

 
  (6.1) 

 

Where:  icorr is the corrosion current density (A/cm2), 

   A is the pre-exponential factor (A/cm2), 

And  Ea
0 is the apparent activation energy (kJ/mol). 

 

A larger activation energy is indicative of a higher energy barrier for corrosion to occur 

[125]. The activated, or transition state, complex can be formed faster and easier for smaller 

activation energies. The apparent activation energy has been shown to decrease as the 

concentration of acid in the corrosive solution increases [126]. This further supports that the 

activation energy represents an energy barrier to corrosion. 

Alternatively, a more appropriate relationship between corrosion rate and temperature may 

be expressed using the Eyring equation derived from transition state theory [125]–[127]: 
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  (6.2) 

 

Where:  Na is Avogadro’s number (= 6.022e23 mol-1), 

   h is Planck’s constant (= 6.626e-34 J-s), 

And  ΔSa
0 and ΔHa

0 are the entropy and enthalpy of activation, respectively. 
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Eq. (6.2) encompasses the fact that the activation energy may be misleading if significant 

reordering occurs during the corrosion process such that entropy is large. It also provides a 

more complete relationship between corrosion rate and temperature, as it accounts for the total 

free energy, and the pre-exponential factor is not empirical, as in Eq. (6.1). Eq. (6.2) may be 

rewritten in order to determine the activation enthalpy and entropy from the slope and intercept 

of a linear fit to ln (icorr/T) versus the reciprocal of temperature: 
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  (6.3) 

 

The Gibbs free energy of the corroding system can be calculated from entropy and 

enthalpy: 

 

 G H T S      (6.4) 

 

Kinetic properties are typically used to describe corrosion in the presence of an inhibitor 

[122], [124]–[126]. Whereas there is no inhibitor dissolved in the testing solution, the coatings 

themselves may be considered to function as inhibitors. The coverage of the steel surface by 

the coatings could influence the corrosion rate, as is typically the case with inhibitors. 

Transition state theory has also been applied to describe corrosion in the presence of oxide 

films on metals [127], representing the primary corrosion resistance of stainless steel.  
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6.3 Results and Discussion 

 

6.3.1 Corrosion Rate of Bare and Coated Steels 

 

Average corrosion current density versus temperature is plotted in Figure 6-1, Figure 6-2, 

and Figure 6-3 for bare and singly-coated steels in 1 M NaCl. The corrosion current density 

increases exponentially with temperature and can be described by either Eq. (6.1) or Eq. (6.2), 

as discussed previously. Corrosion current (Eq. (5.6)) is more indicative of corrosion behavior 

than the corrosion rate calculated using Eq. (5.7). Proper calculation of the corrosion rate 

requires an appropriate mass density and equivalent weight of the corroding surface. This can 

be ambiguous with porous coatings of sub-micron thickness because the coating material and 

steel substrate together constitute the corrosion system. Determining mass density and 

equivalent weight requires knowledge of the maximum depth from which ions from the steel 

could reach the surface and desorb into solution. Instead, corrosion current can be calculated 

with no material properties and better represents the propensity for the material to corrode in a 

given solution. 
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Figure 6-1: Average corrosion current density vs. temperature – SS304 

 

 

The values of corrosion current for the coated steels are quite similar to the bare steel, 

suggesting that the steel substrate is corroding along with the surface coatings. Considering 

that the coatings are thin (most are less than 100 nm thick), it is likely that the coatings are 

porous, causing ions from both the substrate and coating to flow into the solution. However, 

the coated samples also do not show significantly higher corrosion rates, indicating that 

corrosion is not enhanced by placing a more noble metal in contact with steel. 

Carbon steel samples show corrosion currents several orders of magnitude larger than 

stainless steel. This is expected, as A36 steel lacks Ni and Cr, which are essential to the 

corrosion resistances exhibited by type 304 and 316 stainless steels. Figure 6-3 shows that the 

coated samples have consistently lower corrosion rates than the bare carbon steel. This 

signifies that the coatings may be able to protect carbon steel, which corrodes more readily 

than stainless, if the thickness and number of coating layers increases. 
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Figure 6-2: Average corrosion current density vs. temperature – SS316 

 

 

Figure 6-3: Average corrosion current density vs. temperature – A36 
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6.3.2 Kinetic Activation 

 

Figure 6-4, Figure 6-5, and Figure 6-6 show the logarithm of the corrosion current density 

divided by absolute temperature, ln(icorr/T), versus the inverse of absolute temperature. The 

materials tested show linear trends, in accordance with Eq. (6.3), displaying their activation-

type behavior. 

 

 

 

Figure 6-4: Activation kinetics: application of the Eyring equation for SS304 
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Figure 6-5: Activation kinetics: application of the Eyring equation for SS316 

 

 

Figure 6-6: Activation kinetics: application of the Eyring equation for A36 
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The kinetic parameters computed using Eqs. (6.1) and (6.2) are presented in Table 6-1, 

Table 6-2, and Table 6-3 for the materials studied in aerated 1 M NaCl. Ln(A) is the natural 

logarithm of the pre-exponential factor in Eq. (6.1) and Ea, Ha, and Sa are the apparent 

activation energy, activation enthalpy, and activation entropy, respectively. The standard 

deviations are calculated using uncertainty propagation assuming independent (non-correlated) 

variables and account for experimental uncertainty and uncertainty from the linear regression. 

 

 

Table 6-1: Activation parameters – SS304 

Material Ln(A) Ea (kJ/mol) Ha (kJ/mol) Sa (kJ/mol) Ea - Ha 

SS304 4.96 14.45  4.85 11.78  4.85 -212.61  15.39 2.67 

TiN / 304 6.44 18.38  5.74 15.71  5.74 -200.3  17.99 2.67 

ZrO2 / 304 6.13 17.82  4.15 15.15  4.15 -202.88  13.18 2.67 

TiO2 / 304 6.47 19.2  5.63 16.54  5.63 -200.1  17.72 2.67 

Al2O3 / 304 6.83 19.19  4.37 16.52  4.37 -197.12  13.62 2.67 

 

 

Table 6-2: Activation parameters – SS316 

Material Ln(A) Ea (kJ/mol) Ha (kJ/mol) Sa (kJ/mol) Ea - Ha 

SS316 8.37 24.27  4.09 21.6  4.08 -184.28  13.06 2.67 

TiN / 316 10.48 29.65  11.32 26.95  11.5 -166.79  35.3 2.67 

ZrO2 / 316 9.15 26.76  2.95 24.09  2.95 -177.83  9.45 2.67 

TiO2 / 316 9.38 27.02  4.47 24.35  4.47 -171.91  11.8 2.67 

Al2O3 / 316 9.01 25.72  5.12 23.05  5.11 -186.46  10.2 2.67 
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Table 6-3: Activation parameters – A36 

Material Ln(A) Ea (kJ/mol) Ha (kJ/mol) Sa (kJ/mol) Ea - Ha 

SS316 9.2 13.85  6.53 11.18  6.53 -177.41  20.36 2.67 

TiN / 316 10.95 20.21  6.58 17.55  6.57 -162.82  20.72 2.67 

ZrO2 / 316 8.54 13.17  6.65 10.51  6.65 -182.86  20.8 2.67 

TiO2 / 316 11.35 21.12  6.41 18.45  6.41 -159.46  20.12 2.67 

Al2O3 / 316 8.35 13.02  3.68 10.35  3.68 -184.42  11.69 2.67 

 

 

Positive values of enthalpy and apparent activation energy reflect the endothermic nature 

of the dissolution process. Negative entropy values represent that the activated complex is in a 

more ordered state relative to the initial state. In other words, the system becomes less chaotic 

as corrosion occurs 

The apparent activation energy and activation enthalpy are seen to behave according to the 

following equation, which stems from comparison of the Arrhenius (Eq. (6.1)) and Eyring (Eq. 

(6.2)) equations for activation: 

 

 a a
E H RT    (6.5) 

 

Where:  Ea is the apparent activation energy (kJ/mol), 

And  Ha is the enthalpy of activation (kJ/mol). 

 

Ea – Ha = 2.67 kJ/mol for each material, and the average of RT over the applicable 

temperature range is 2.69 kJ/mol. This confirms that the corrosion process is a unimolecular 

reaction with a single transition state [128]. 
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The coated stainless steels have activation energies (and enthalpies) that are within one 

standard deviation of each other. Both bare steels show markedly lower activation energy than 

their coated counterparts but still lie within statistical significance. This difference may become 

more significant as coating thickness increases and multilayer coatings are introduced, 

resulting in better corrosion resistance. The activation parameters are significantly different 

between SS304 and SS316. SS304 has lower activation enthalpy but higher entropy than 

SS316. However, Figure 6-7 and Figure 6-8 show that the Gibbs free energy of SS304 and 

SS316, both bare and coated, are nearly identical for each temperature tested. This indicates 

analogous corrosion behavior. Differences in free energy between bare and coated stainless 

steel substrates are within standard deviation. The Gibbs free energy (Eq. (6.4)) incorporates 

both activation enthalpy and entropy and provides the simplest way to compare activation 

behavior. Ultimately, the free energy determines the relationship between corrosion rate and 

temperature, as is exhibited by combining Eqs. (6.2) and (6.4) to obtain an alternate form of 

the Eyring equation: 

 

 exp
corr

a

RT G
i

N h RT

 
  

 
  (6.6) 
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Figure 6-7: Gibbs free energy of activation versus temperature – SS304 

 

 

 

Figure 6-8: Gibbs free energy of activation versus temperature – SS316 
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Figure 6-9: Gibbs free energy of activation vs. temperature – A36 

 

 

Coating materials on A36 steel show two distinct slopes in Figure 6-6. Titanium-containing 

compounds (TiN and TiO2) have activation energy of approximately 20 kJ/mol, whereas the 

remaining oxide compounds (ZrO2 and Al2O3) exhibit activation energy hovering around 13 

kJ/mol. Bare A36 steel also has an activation energy slightly above 13 kJ/mol, demonstrating 

that zirconia and alumina may not provide the same level of protection from corrosion as the 

titanium compounds. However, the oxide coatings are all under 100 nm thick, so increasing 

the thickness of the coating will likely improve corrosion resistance. The Gibbs free energy of 

activation is plotted in Figure 6-9 for A36 steel. The values of free energy are lower for 

uncoated A36 but lie within uncertainty of the values for coated A36. These values are lower 

than for the two types of stainless steel, which is natural because a larger Gibbs free energy 

represents a larger corrosion barrier to be overcome. This can be seen in Figure 6-10, which 

depicts the free energy of the three types of steel (uncoated) with corresponding error bars. 
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Both stainless steels lie very close together and are well within uncertainty of each other. 

Although the large error bars for A36 infringe on the uncertainty range of SS304 and SS316, 

its free energy is still distinctly lower for each temperature.  

 

 

 

Figure 6-10: Gibbs free energy of activation vs. temperature – all steel substrates with error 

bars 

 

 

6.3.3 Passivity and Passive Breakdown 

 

The capacity for passivation can be determined from cyclic polarization curves, examples 

of which are shown in Figure 6-11, Figure 6-12, and Figure 6-13. The passive region is defined 

by a small change in current over a large potential range, which corresponds to a near-vertical 
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line on the polarization curves. A discussion of the acquisition of polarization curves and the 

features of interest may be found in Chapter 5. 

All of the materials studied show decreasing passivity, in the form of a smaller passive 

region, with increasing temperature. Raising the temperature enhances the diffusion of oxygen 

and chloride ions and vacancies in the passive film, increasing the likelihood of passive 

breakdown. In most cases, the polarization curves reveal that passivity is nonexistent at 80°C, 

showing that temperature has a significant effect on corrosion resistance. The shape of the 

cyclic polarization curves is very similar for all coatings, which is the reason that curves for 

only one coating on each steel are provided. This suggests that the corrosion of all samples is 

influenced by the steel substrate regardless of the coating material.  

 

 

 

Figure 6-11: Cyclic polarization curves – ZrO2 / SS316 
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Figure 6-12: Cyclic polarization curves – TiO2 / SS304 

 

 

Figure 6-13: Cyclic polarization curves – TiN / A36 
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The A36 steel exhibits no discernible passivity because it corrodes uniformly at a much 

higher rate than stainless steel. Most iron oxide films that form on the surface are readily 

dissolved by corrosion on the surface of the metal. Iron (and low-alloy steels) is capable of 

passivating at in certain environments at very high critical current densities (~ 1-10 A/cm2), 

though current above 1 A cannot be measured by the potentiostat in use, so current densities 

were kept well below the supposed critical values for iron. Thus, no passive behavior was 

observed for A36 mild steel. However, not forming a protective passive film means no 

breakdown and limited localized corrosion. The cyclic polarization curves for A36 show very 

little hysteresis, indicative of minimal pitting or crevice corrosion. The corrosion of carbon 

steel is quite predictable in what seems to be the absence of significant localized corrosion. 

Although carbon steel would require thicker containers to account for steady corrosion, it is 

not nearly as susceptible to SCC and pitting, which are the primary downfalls of stainless steel. 

Having a predictable service life may be of interest, especially in nuclear waste storage. 

The breakdown voltage can be used as a measure of the passive capabilities of a material. 

A larger overpotential for initiation of pitting characterizes more desirable passive behavior. 

A majority of bare and coated stainless steel samples showed signs of crevice corrosion at 

points of contact with the sample holder, which occurs following interruption of the passive 

film. The passive breakdown voltage cannot be linked to the critical pitting potential until 

crevice corrosion is eliminated. Rather, the breakdown voltage marks the onset of localized 

attack, including pitting and crevice corrosion. It should be noted that elimination of crevice 

corrosion was later achieved by masking portions of the sample prone to forming crevices in 

the sample holder. A lack of crevice corrosion did very little to influence the breakdown 

voltage but proved important in the size of the hysteresis loop and in determining the re-

passivation potential. 

Similarly to corrosion current density, experimental values of breakdown overvoltage 

show an exponential relationship with temperature. The effective passive range decreases with 

temperature, also decreasing the breakdown potential. As was explained in Chapter 3, passive 
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breakdown is primarily controlled by vacancy diffusion, and so the Arrhenius-type behavior, 

given by Eq. (6.7) , of the breakdown potential is intuitive. The breakdown potential may be 

associated with an activation energy that is congruent to the activation energy for vacancy 

formation and diffusion. 

 

 

0

exp a

BD

E
C

RT


 
   

 
  (6.7) 

 

Where:  BD is the breakdown overpotential (V), 

   C is the pre-exponential factor 

And  Ea
0 is the activation energy for passive breakdown (kJ/mol). 

 

The exponential behavior of the passive breakdown overpotential with temperature is 

displayed in Figure 6-14 and Figure 6-15 for both types of stainless steel. A36 steel is omitted 

because it displayed no discernible passivity and thus no passive breakdown. The logarithm of 

breakdown overvoltage (BD) versus inverse temperature may be fit to a straight line, according 

to Eq. (6.7), to determine the breakdown activation energy, which are given in Table 6-4 for 

bare and coated stainless steel. 

Both stainless steels and each coating material exhibit very similar breakdown behavior. 

The activation energies are all nearly identical within the confidence range. The alumina 

coatings on both steels are outliers in terms of apparent activation energy. The activation 

energy for the alumina coating on the type 316 stainless steel is lower than expected, and it is 

higher than expected on type 304 stainless steel. The true value likely lies between these two 

extremes, considering the corrosion behavior and shape of the cyclic polarization curves for 

alumina coatings was identical to that of other materials. 
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Figure 6-14: Average breakdown overvoltage vs. temperature – SS304 

 

 

Figure 6-15: Average breakdown overvoltage vs. temperature – SS316 

 



www.manaraa.com

121 

 

 

 

 

Table 6-4: Apparent activation energy for passive breakdown of stainless steel 

Material Ea (kJ/mol) Material Ea (kJ/mol) 

SS304 10.35  1.6 SS316 12.93  7.04 

TiN / 304 13.65  2.21 TiN / 316 15.82  2.6 

ZrO2 / 304 14.83  5.86 ZrO2 / 316 13.49  5.44 

TiO2 / 304 13.35  3.58 TiO2 / 316 12.38  3.25 

Al2O3 / 304 16.61  1.29 Al2O3 / 316 6.66  1.2 

 

 

6.4 Conclusions 

 

Singly-coated steel substrates have been tested for resistance to corrosion, both uniform 

and localized. The two stainless steels (type 304 and 316) are clearly more corrosion resistant 

than the A36 carbon steel. Based on corrosion rates calculated from electrochemical means, 

the coated samples corrode at similar rates to bare samples. This is likely due to the corrosive 

solution reaching the substrate through pores in the coatings. This can possibly be alleviated 

by increasing coating thickness, adding additional layers, and/or adding a metallic buffer layer 

to improve adhesion and reduce porosity. Moreover, different coating mechanisms have been 

shown produce coatings with reduced defects and pores, namely atomic layer deposition, sol-

gel, and electrochemical plating, compared to plasma deposition [129]. However, the reasons 

for choosing magnetron sputtering as the deposition method have been detailed in Chapter 4. 

Corrosion rate tends to increase exponentially with increasing temperature for all materials 

tested, following an Arrhenius-type equation. Passive breakdown voltage, and hence the 

initiation potential for pitting, decreases exponentially with increasing temperature, 

demonstrating the impact of temperature on macroscopic and localized corrosion. 
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Corrosion among bare and coated stainless steel samples is comparable. The corrosion 

current and passive breakdown potential does not vary significantly between bare and coated 

materials, as the corrosion rates are all well within one standard deviation for each sample. The 

very thin coatings function similarly to passive films that form on the bare steel. It remains to 

be seen if thicker, multilayer coatings are able to protect against pitting and other forms of 

localized corrosion that plague passive stainless steels. 

The coated carbon steel samples show more inhibited corrosion than the bare steel. Coated 

samples of A36 steel have measured corrosion rates that are less than that of the bare steel by 

greater than one standard deviation. This may indicate that the coatings are able to reduce the 

rate of uniform corrosion experienced by carbon steels. 

Finally, it should be noted that the coatings did not act to accelerate corrosion despite 

titanium and zirconium being nobler than either stainless or carbon steel. 
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CHAPTER 7  

 

EIS STUDY OF THE PASSIVE FILM ON 

AUSTENITIC STAINLESS STEEL 

 

7.1 Introduction 

 

Fully understanding the formation and breakdown of the passive film on various pure 

metals and alloys is the key to preventing corrosion-based failures. There has been no shortage 

of significant research done to this end. However, despite prolonged investigation on the 

passive behavior of metals, the formation and breakdown of passive barrier layers is still 

somewhat uncertain because it is highly dependent on the conditions under which the films are 

formed and are exposed after their formation. Currently, the point defect model (PDM) 

represents the most comprehensive prevailing theory on protective oxide or hydroxide films 

that form on metals [43]–[47]. The PDM asserts that the passive film exhibits semiconductor-

like behavior with high concentrations of point defects, which are primarily oxygen and cation 

vacancies. Transport of these vacancies controls the formation and breakdown of the passive 

film, and thus the concentration of vacancies may be used as a measure of the stability of the 

film. Refer to Chapter 3 for a detailed discussion of the passive film and the specifics of the 

PDM. 

Impedance spectroscopy is widely utilized in electrochemistry because of the range of 

information that can be captured in a single experiment. Applying perturbing signals to the cell 

enables the kinetics of the electrode-electrolyte system to be studied to a degree that is 

unavailable with DC techniques. The vast improvement in potentiostat capabilities over the 

last few decades allows for greater simplicity in performing impedance measurements. The 
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remaining difficulty in implementing impedance spectroscopy lies in the analysis of impedance 

spectra. This is particularly true when the capacitance of the passive film is a necessary 

component of the analysis, as with Mott-Schottky plots. Determining capacitance provides 

significant information about the system under study, especially the passive film and the 

various interfaces that are present. A number of different methods have been presented in the 

literature to calculate capacitance and to create Mott-Schottky plots from impedance data; 

many of them have conflicting results. In this research we utilize a method capable of removing 

the frequency dependence typically found in capacitive analysis. The methods used here are 

focused specifically on diagnosing the passive film but are directly applicable to analyzing 

coated materials. As such, this study may be extended to include detailed analysis of the 

coatings presented in Chapter 4 using the same impedance-measuring methods. 

This study focuses exclusively on the passive film in sodium chloride solution, which is 

abundant in many of the locations that are being considered for ultimate waste disposal. Also, 

as was mentioned several times, chlorides are particularly aggressive in causing corrosion-

based failures of stainless steel. Thus, testing the steels in a 1 M NaCl solution represents a 

worst-case scenario. 

 

 

7.2 Experimental Methods 

 

7.2.1 Sample Preparation 

 

Test samples are 1 mm thick, 25.4 mm diameter disks made of AISI type 304 (SS304) and 

AISI type 316 (SS316) stainless steels that have been mechanically polished to a mirror finish. 

Samples are degreased in isopropanol and rinsed in distilled water prior to immersion in the 

testing solution. The disks are secured in a holder, exposing only one face to the electrolyte 
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solution. The samples are also covered with 3M™ Electroplating Tape 470 to mitigate crevice 

corrosion, resulting in a total exposed surface area of 1 cm2. 

 

7.2.2 Testing Procedure 

 

Electrochemical testing has been conducted using a standard three electrode cell with a 

graphite rod counter electrode and a saturated Ag/AgCl reference electrode. All potentials are 

referenced to the Ag/AgCl electrode unless otherwise specified. The cell is situated inside a 

Faraday cage and held at a constant temperature of 20°C. Experiments are controlled by an 

Interface 1000 potentiostat from Gamry Instruments and are carried out in 1 M NaCl solution. 

Samples are immersed in solution for several hours prior to testing to allow the open circuit 

(or corrosion) potential to equilibrate. The corrosion potential is determined from a polarization 

resistance measurement as the potential at which zero current would be measured. Following 

initial immersion and prior to testing, samples are conditioned at negative 1.2 V for 30 seconds 

to remove air- or aqueously-formed films. Subsequently, the samples are held at a potential 0.1 

V above the corrosion potential for 1 hour to allow the passive film to form. Testing ensues 

immediately following the passivation period. 

The impedance data is collected from 50 kHz to 10 mHz at 10 frequencies per decade 

unless otherwise noted. Impedance spectra are measured at various applied DC voltages with 

a superimposed RMS AC signal of 10 mV. 

 

 

7.2.3 Data Analysis 

 

The Echem Analyst software from Gamry Instruments is used to fit equivalent electrical 

circuit components to the impedance spectra using non-linear least squares (NLLS). All other 

analyses are carried out in MATLAB. 
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Quantitative data are presented with uncertainty based on the Monte Carlo method of 

uncertainty propagation. This method utilizes the fact that uncertainty in measured values 

represents the statistical properties of the populations of possible values for each source of 

error. Description of the method and its implementation is detailed in the work of Ferrar et al. 

[130]. 

Measured data are assumed to contain 10% error of the measured value for the purpose of 

uncertainty propagation. This was found to be sufficiently conservative, as this is well above 

the measurement error noted by the potentiostat manufacturer. The goal is to determine the 

parameters that contribute most pointedly to propagation of error throughout the analysis. 

Physical constants and electrode area have been neglected as potential sources of uncertainty 

in this study; micro-roughness on the electrode surface is capable of substantially altering the 

electrode area and is still present despite mirror polishing. This warrants additional 

consideration in the future. 

 

 

7.3 Results and Discussion 

 

7.3.1 Film Formation and Thickness 

 

Passive films for this analysis are grown potentiostatically for 1 hour before testing, during 

which the current is measured to keep track of film formation. Passive film thickness is directly 

proportional to the charge required to form the film. According to the PDM this may be 

expressed as Eq. (7.1), assuming a metal-oxide film with Stoichiometry MO/2 (or M/3O/2, as 

is the case here) [49]. 

 

 -
p

F dL
i i

dt

 
  

 
  (7.1) 
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Where  i is the current density (A/cm2), ip is the passive, or steady state, current density 

(A/cm2), F is Faraday’s constant (9.6485 x 104 C/mol),  is the molar volume per cation of 

the film (cm3/mol),  is the number of electrons participating in the reaction, and dL/dt is the 

time derivative of the film thickness. 

Eq. (7.1) may be rewritten to solve for the film thickness, L: 

 

  
0

p
L i i dt

F





 
  
 

   (7.2) 

 

For a given passive film composition, the film thickness may be estimated from 

potentiostatic experiments by integrating the measured current over time and applying Eq. 

(7.2). The two main components of the passive films formed on austenitic stainless steel, Cr2O3 

and Fe2O3, have molar volumes of 29.12 cm3/mol and 30.46 cm3/mol, respectively, and both 

Cr and Fe have an oxidation number of 3. Thus, there will be little impact on the calculated 

film thickness by assuming one composition over the other in Eq. (7.2). 

Figure 7-1 shows the evolution of current over time at a fixed potential for SS304 and 

SS316. The decrease in current with time is indicative of the passive film starting to form, and 

within one hour the current generally reaches its steady state value. 
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Figure 7-1: Current vs. time at a fixed potential 0.1 V above Ecorr – type 304 and 316 

stainless steel 

 

 

Figure 7-2: Film thickness vs. time at a fixed potential 0.1 V above Ecorr – type 304 and 316 

stainless steel 
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Assuming that the film thickness at a given time may be estimated using Eq. (7.2), the 

growth of the passive film may be determined and is displayed in Figure 7-2. The steady state 

film thickness varies between 1 and 2 nm for a film formation potential 0.1 V above the 

corrosion potential. The average values of the steady state passive current and film thickness 

are given in Table 7-1 for both types of steel. They prove to behave quite similarly, indicating 

the structure and formation of the passive film is analogous between them. This is expected 

because both steels contain similar concentrations of the major alloying components that are 

known to affect the film composition (Fe, Cr, Ni, etc.). 

 

 

Table 7-1: Steady state current density and film thickness – average values and standard 

deviation 

 ip [A/cm2] LSS [nm] 

SS304 1.31  0.54 1.23  0.32 

SS316 1.61  0.83 1.35  0.43 

 

 

Eq. (7.2) assumes that all of the accumulated charge goes toward forming the passive film, 

making the calculated thickness only a rough estimate. However, the passive film thicknesses 

are within the range of 1-4 nm, which is considered to be the thickness attained for most oxide 

films [55], and the values are comparable to film thicknesses measured using AES and XPS 

for AISI 304 stainless steel [30], [53], as well as for Cr2O3 films on nickel-based alloys [131]. 

Film thickness generally increases with formation potential and the pH value [53]. Thus, the 

thickness of the films in this study should be on the lower end of the spectrum for a relatively 

low formation potential and a neutral electrolyte solution. It should be noted that this likely 

corresponds to the space-charge layer of the passive film, which may be thinner than the film 

itself; the space-charge layer is important when discussing semiconductive properties. 
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The uncertainty in the film thickness is dominated by the error assigned to the steady state 

current density (ip) equal to 10% of the measured value. This value is critical to properly 

estimating the film thickness using Eq. (7.2). It should be noted that the uncertainty provided 

with the passive current density in Table 7-1 is based on the standard deviation of the 

measurement of many samples. 

 

 

7.3.2 Impedance Spectroscopy 

 

 

 

Figure 7-3: Nyquist plot with equivalent circuit model for DC potentials relative to corrosion 

potential – SS304 

 

 

The impedance is measured as a function of frequency over a range of DC potentials for 

both types of steel. Figure 7-3 shows the negative of imaginary impedance plotted against real 

impedance (Nyquist plot) for type 304 stainless steel and demonstrates the effect of applied 

voltage relative to corrosion potential, which is -100 mV versus Ag/AgCl in this case. Markers 
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denote measured data points, and solid lines represent a best fit to the equivalent circuit 

displayed in Figure 7-3 extrapolated to lower frequencies than were measured. The shape of 

the curve at each potential is quite similar, but the polarization resistance, represented by the 

intersection of the curves with the Re(Z) axis, changes significantly. Similar behavior can be 

seen for SS316 in Figure 7-4.  

 

 

 

Figure 7-4: Nyquist plot with equivalent circuit model for DC potentials relative to corrosion 

potential – SS316 

 

At most tested potentials, the impedance spectrum could be described by a single 

semicircle in the complex plane. The impedance response can then be fitted with a single 

capacitor (or constant phase element), resulting in a RC circuit in series with the Ohmic 

resistance of the cell, known as a Randles circuit, as is shown in Figure 7-3 and Figure 7-4. 

The lone capacitance that is displayed in these impedance spectra is likely the space-charge 

capacitance of the passive film. However, as the applied potential moves in the cathodic 
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direction, the capacitance tends toward a two capacitor response as the film capacitance 

approaches the Helmholtz capacitance in magnitude. This may be demonstrated by the 

impedance phase angle: 

 
1 ( )

tan
( )

Im Z

Re Z

  
   

 
  (7.3) 

 

The magnitude of the phase angle decreases as voltage decreases as a result of the 

increasing deviation from ideal capacitive behavior. This is also seen as the degree of 

depression of the semicircle in the complex plane plot. Furthermore, the phase angle changes 

shape as the voltage approaches -0.6 V, indicating that the impedance response is no longer 

that of a single RC circuit. Upon further reduction of the applied potential, the phase angle 

returns to its initial behavior. This is displayed in Figure 7-5 and Figure 7-6 for SS304 and 

SS316, respectively. In each case the corrosion potential is approximately -0.1 V, and the phase 

angle is plotted versus frequency at several applied voltages. The phase angle shows a shift in 

frequency and shape starting at -0.35 V in Figure 7-5 and -0.3 V in Figure 7-6. However, the 

most noticeable difference occurs at -0.6 V in both cases, with is 0.5 V below the corrosion 

potential. The shift to lower frequencies suggests the influence of a second capacitance, namely 

the Helmholtz capacitance. As mentioned, Figure 7-5 shows that the phase angle returns to its 

previous position as the potential is decreased further. 
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Figure 7-5: Phase angle plotted versus frequency at several applied DC voltages – SS304 

 

 

Figure 7-6: Phase angle plotted versus frequency at several applied DC voltages – SS316 
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The effect of the potential on the impedance response is even more apparent in Figure 7-7 

and Figure 7-8, where the resistance and reactance are plotted against voltage. The impedance 

drops rapidly until reaching a minimum in the vicinity of -0.6 V, which is the same region as 

the shift in phase angle. Both components of impedance then begin to increase as the voltage 

continues to decrease. This will have a substantial impact on the apparent capacitance of the 

passive film.  

 

 

 

Figure 7-7: Measured impedance spectra for SS304 – Frequency range: 50 kHz – 10 Hz, DC 

voltage [0.05, -1.2] V 
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Figure 7-8: Measured impedance spectra for SS316 – Frequency range: 50 kHz – 10 Hz, DC 

voltage [0.05, -1.2] V 

 

 

7.3.2.1 Extracting Capacitance from Impedance 

 

Calculating the capacitance directly from measured impedance is strictly correct only if the 

impedance response of the electrode may be modeled using an ideal capacitor, in which case 

the capacitance calculated using Eq. (7.4) is independent of frequency. Otherwise, Eq. (7.4) 

does not hold and the frequency dependence of the supposed capacitance should be accounted 

for by considering a constant phase element (CPE). The constant phase element was presented 

in Chapter 5, and the impedance of the CPE is given by Eq. (5.23). 

 

 
1

"
C

Z
   (7.4) 
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Where C is the capacitance, ω is the angular frequency (rad/s), and " ( )Z Im Z  is the 

imaginary component of the impedance (reactance).  

The utility of the CPE in modeling is limited by the ability to extract capacitance from the 

CPE parameters. The capacitance is extremely important in the characterization of oxide 

passive films that form on metals. The CPE parameter Q in Eqs. (5.23) and (5.24) is often 

directly substituted for capacitance in the literature; the implications of this approach have been 

detailed in Refs. [125] and [126]. Those that decide to extract an effective capacitance from Q 

and  typically use one of two methods. The first, developed by Brug et al. [132], assumes a 

distribution of time constants across (parallel to) the electrode surface and is derived for a 

Randles circuit (Figure 5-6) with a CPE substituted for the capacitor. The effective capacitance 

using the Brug method (CB) is: 

 

  
1

1/ 1 1

B ct
C Q R R


 


 


    (7.5) 

 

In this formulation, the effective capacitance is sensitive to the Ohmic resistance of the 

system. Since the Ohmic resistance is generally much smaller than the charge transfer (or 

polarization) resistance (Rct >> R), Eq. (7.5) simplifies to: 

 

 
 1 /1/

B
C Q R

  


   (7.6) 

 

The second capacitance formula was presented by Hsu and Mansfeld [133] and is given 

by: 

 

  max
2 "
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Where max"f  is the frequency at which the magnitude of the imaginary component of the 

impedance reaches a maximum. Eq. (7.7) is derived assuming a distribution of time constants 

normal to the electrode surface, which prioritizes larger resistances and is not sensitive to the 

cell’s Ohmic resistance. Figure 7-9 shows the distribution of time constants parallel to and 

normal to the electrode surface. 

Eq. (7.6) has frequently been applied for passive oxide films even though surface 

distributions of time constants are generally inconsistent with oxide films. Despite this, Eq. 

(7.6) has proven superior to Eq. (7.7) in extracting capacitance in many cases [134]–[136]. Eq. 

(7.7) has been shown to considerably underestimate the passive film thickness measured by 

external techniques due to overestimation of the effective capacitance [134].  

 

 

 

Figure 7-9: Distribution of time constants: parallel to (a) and normal to (b) the electrode 

surface, where τi = RiCi 
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Whereas these two methods are widely used in the literature, neither is the result of a 

physical model that gives rise to constant phase behavior. More recently, Hirschorn et al. [137], 

[138] showed that a power-law distribution of resistivity normal to the electrode surface (along 

the film thickness) is capable of producing a constant phase response. They developed a 

method of determining the effective capacitance from CPE parameters based on the resistivity 

at the film-electrolyte interface [138]: 

 

    
1 1

0
2

PL r
C Q g Q f g

 

 
   

 

    (7.8) 

 

Where  is the resistivity at the film-electrolyte interface, r is the dielectric constant of 

the film, 0 is the permittivity of free space (8.85 x 10-12 F/m), f is the characteristic high 

frequency point at which the impedance response transitions from CPE behavior to 

capacitive, and g is given by an empirical fit: 

 

  
2.375

1 2.88 1g      (7.9) 

 

The power-law model (Eq. (7.8)) has been applied successfully for predicting dielectric 

layer thickness for oxide films on several types of stainless steel, aluminum, and niobium, as 

well as other non-oxide-forming materials [134], [138], [139]. It has the benefit of requiring 

only high frequency impedance data provided the transition to capacitive response occurs 

within the measured frequency range. This transition point can lie within the possible 

measurement range for oxide films on stainless steel, though it may not for other metals. If the 

transition is not observed, the maximum capacitance may be determined using the highest 

measured frequency, or the resistivity at the film-electrolyte interface may be estimated using 

the film thickness and dielectric constant. A detailed description is found in the work of 

Hirschorn et al. [138]. 
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7.3.3 Dielectric Constant 

 

Using the calculated film thicknesses presented in Table 7-1 and the capacitance of the 

film, it is possible to estimate the dielectric constant by applying Eq. (7.10).  

 

 

0

PF

r

C L

A



   (7.10) 

 

Where CFP is the capacitance of the passive layer measured at the film formation potential, 

L is the film thickness, and A is the electrode area. 

This approach assumes that the passive film acts as a dielectric between two parallel 

conducting plates, and that the capacitance of the barrier layer may be approximated by the 

space-charge capacitance, which will be the primary capacitance measured away from the 

flatband potential, which is the potential of zero charge. 

To determine the dielectric constant, impedance spectra were measured from 50 kHz – 10 

Hz at the film formation potential. This frequency range captures the capacitance of the passive 

film (space-charge), as is explained in the next section. The capacitance at the film formation 

potential has been evaluated using the three methods discussed previously, with utilization of 

Eqs. (7.6), (7.7) and (7.8) to determine their effect on calculated dielectric constants. The 

results are summarized in Table 7-2. 

The uncertainty in the capacitance used to populate Table 7-2 is calculated assuming error 

in the CPE parameter Q, the cell Ohmic resistance (R), and the frequency of maximum 

reactance ( max"f ) equal to 10% of their measured values. The frequency of deviation from 

CPE behavior (f) is assigned an uncertainty of 20% of its value, and the CPE exponent  has 

an error of 5% of its value. Combining this with the uncertainty in the film thickness presented 

in Table 7-1 produces the uncertainty in the values of the dielectric constant. In each case, the 

dielectric constant calculated for SS304 and SS316 fall within one standard deviation of each 
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other, which is expected because of the similar passive film structure between the two types of 

steel. However, the uncertainties are small enough that conclusions may still be drawn about 

the effectiveness of each method. The CPE exponent has the largest impact on the uncertainty 

of the capacitance and hence the dielectric constant, whereas the frequency of deviation from 

CPE behavior contributes little to the uncertainty, indicating that Eq. (7.8) is not overly 

sensitive to changes in this value. 

 

Table 7-2: Passive film dielectric constant calculated using the three methods described in 

the previous section 

 SS304  

r
  

SS316  

r
  

Eq. (7.8) 13.55  3.54 15.55  4.95 

Eq. (7.7) 96.64  25.18 183.54  60.69 

Eq. (7.6) 16.74  4.38 20.15  7.37 

 

 

The value of the dielectric constant typically used in literature for Fe2O3 and Cr2O3 passive 

films is either 12 [134], [140]–[144] or 15.6 [50], [145]–[152]. The dielectric constants 

calculated using the power-law approach (Hirschorn et al., Eq. (7.8)) agree with the values 

commonly assumed in the literature. The method developed by Brug et al. (Eq. (7.6)) predicts 

larger dielectric constants, though they still mostly agree with the literature given the 

uncertainty associated with each. Finally, the Hsu and Mansfeld approach (Eq. (7.7)) predicted 

values of the dielectric constant an order of magnitude larger than the other two methods 

resulting in a drastic overestimation. These results agree with what has been shown regarding 

the impact of each of these methods on the value of the film capacitance [134]–[136]. Moving 

forward, the power-law method represented by Eq. (7.8) will be used to calculate capacitance 

from measured impedance data. 
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7.3.4 Mott-Schottky Analysis 

 

The concentration of vacancies in the film is akin to dopant concentrations in 

semiconductors, which can be described by Mott-Schottky (M-S) analysis. The measured 

capacitance at the semiconductor-electrolyte interface is due to the depletion region and the 

Helmholtz layer in series and can be written [153]: 

 

 

1

1 1

SC H

C
C C



 
  
 

  (7.11) 

 

Where C is the measured capacitance, CSC is the space-charge capacitance of the depletion 

layer, and CH is the capacitance of the Helmholtz layer. 

Using Eq. (7.11) and the space-charge capacitance of the depletion region of a 

semiconductor, the equation describing the semiconducting properties of passive films is given 

by [52], [153]: 
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  (7.12) 

 

Where r is the dielectric constant of the passive film, q is the electron/hole charge, A is 

the electrode area, NA,D is the acceptor/donor density (film defect density), EFB is the flatband 

potential, T is the temperature, k is the Boltzmann constant (1.38065 x 10-23 J/K), and E is the 

applied potential. 

For the purpose of M-S analysis, impedance spectra are measured successively from 50 

kHz – 10 Hz at 50 mV intervals from the film formation potential to -1.2 V. This follows a 1 

hour passivation period with constant voltage 0.1 V noble to the corrosion potential. The CPE 
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parameters and the frequency at which the transition to capacitive behavior occurs are 

determined at each voltage by fitting the linear portion of the logarithm of the reactance versus 

log frequency. 

This method affords the ability to extract capacitance from the impedance spectra using 

one of the methods described above, which is not possible for impedance measurements made 

at a single frequency. Generally, the space-charge capacitance is the smallest capacitance that 

will be measured, and its behavior will be best captured in the higher-frequency range. 

Additionally, the measurements at each potential are significantly hastened by removing the 

low frequency portion of the scan, such that the film is sufficiently unchanged during the series 

of measurements. Impedance scans were also halted at 100 and 1000 Hz rather than at 10 Hz, 

and differences in capacitance values were negligible, indicating that this method is capable of 

removing the frequency dependence that often plagues M-S analysis of passive films.  

The CPE exponent, plotted in Figure 7-10 versus voltage, follows the trend seen in Figure 

7-7 and Figure 7-8. The value of the CPE exponent changes significantly over the voltage 

range and must be determined by analyzing an impedance spectrum at each voltage; it will 

determine how the measurement frequency affects the magnitude of the impedance. This 

indicates that assuming a CPE exponent in order to calculate the parameter Q based on 

impedance measured at a single frequency is not a viable option, as small changes in the CPE 

exponent have pronounced impact on the effective capacitance.  

 

 



www.manaraa.com

143 

 

 

 

 

 

Figure 7-10: CPE exponent () versus voltage – SS304 and SS316 

 

 

The capacitance in Figure 7-11 is calculated using Eq. (7.8) and the power-law resistivity 

method. The maximum value of the capacitance may be taken as the Helmholtz capacitance 

and should occur roughly at the flatband potential where the passive film is primarily 

conductive and contributes little to the measured capacitance [52]. For both types of electrodes 

the maximum value of capacitance consistently lies in the range 25 – 35 F cm-2 and occurs 

very near to -0.6 V. These values are indicative of the Helmholtz capacitance. 
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Figure 7-11: Capacitance calculated using Eq. (7.8) from measured impedance spectra: 50 

kHz – 10 Hz. Uncertainty in the capacitance falls in the range of 14-15% of given values 

 

 

According to Eq. (7.12) the slope of the inverse square capacitance with respect to voltage 

is unaffected by the magnitude of the Helmholtz capacitance. Thus, the M-S curves may be 

corrected for the Helmholtz capacitance by subtracting the inverse square of the maximum 

capacitance from the total, leaving only the space-charge capacitance of the passive film. The 

resulting curves are provided in Figure 7-12, which clearly shows the dual behavior of the 

passive film formed on stainless steel. The positive slope in the region noble to -0.6 V is 

attributed to the n-type semiconductor-like behavior of the anion-conducting Fe2O3 outer layer 

film. Likewise, the negative slope in the potential region active to -0.6 V stems from the p-type 

propensity of the cation-conducting Cr2O3 inner film layer. This behavior has been detailed in 

several studies [35], [50]–[52], [143], [149].   
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Figure 7-12: Mott-Schottky plot corrected for double layer effects – solid lines represent 

linear fits to SS304 data 

 

 

From the slope of the linear portions of the curves depicted in Figure 7-12 and the dielectric 

constants tabulated using Eq. (7.10) in Table 7-2, the donor and acceptor defect densities may 

be estimated according to Eq. (7.12). These values are found in Table 7-3. 

The dopant densities are essentially identical between the two types of steel. The donor 

densities (n-type) are slightly lower than acceptor densities (p-type), but the differences are 

well within uncertainty. Values in Table 7-3 agree with what is presented in the literature [52], 

[143]. The ‘dopants’ in these passive films are vacancies (primarily oxygen), and lower 

vacancy concentrations lead to more protective films. Vacancy concentration is particularly 

important with regard to passive breakdown, which is driven by vacancy diffusion according 

to the PDM. A larger vacancy concentration allows more sites for chloride ions to occupy 

oxygen vacancies and promote localized film breakdown. Thus, stainless steel type 304 and 
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316 should undergo passive breakdown in a similar manner. This has been shown in a previous 

study [154]. 

Uncertainty in the vacancy concentration stems from the slope of the M-S curve and the 

dielectric constant, which, in turn, are primarily dependent on the CPE exponent and the steady 

state current density (through the film thickness).  

 

 

Table 7-3: Dopant densities calculated from M-S data (1020 cm-3) 

 SS304 SS316 

Donor Density (n-type) 2.82  1.07 2.48  1.61 

Acceptor Density (p-type) 3.05  1.20 2.97  1.63 

 

 

Regardless of whether the curves are corrected for the Helmholtz capacitance or not, the 

two linear portions clearly show that two separate flatband potentials will be calculated; the 

Helmholtz capacitance merely causes a 30 or 40 mV offset to each if accounted for. The linear 

fit for the n-type region predicts a flatband potential around -0.4 V (in agreement with [155] 

for a solution similar pH) whereas the p-type region predicts another flatband potential around 

-0.8 V. The true flatband potential is likely between these two values since the maximum value 

of the capacitance is attained near -0.6 V. Also, plots of the phase angle presented previously 

(Figure 7-5 and Figure 7-6) are not indicative of multiple flatband potentials. Most models of 

the electronic structure of highly-disordered oxide films predict a single flatband potential 

despite many cases of experimental data similar to Figure 7-12. All things considered, the 

flatband potential of electrodes displaying bilayer passive film formation (i.e. austenitic 

stainless steel) may be better characterized by the minimum of the Mott-Schottky curve (or 

maximum of capacitance) where the passive film is contributing very little to the measured 

capacitance. 
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7.4 Conclusions 

 

The passive films on AISI types 304 and 316 stainless steel respond very similarly to 

electrochemical diagnostics. The values calculated for the steady state current density, passive 

film thickness, dielectric constant, and film vacancy concentration all agree with what has been 

presented in the literature. Conservative values of measurement uncertainty were assumed and 

propagated through the entire analysis using the Monte Carlo method. The resulting 

uncertainty in the calculated values is low enough that conclusions may still be drawn. This 

analysis allowed determination of the sensitivity of calculations to input parameters. The 

steady state passive current density (ip) and CPE exponent () contribute the most to the 

uncertainty of calculated values. This may warrant additional investigation into properly 

quantifying the uncertainty in these values to reduce propagated errors. 

The power-law resistivity method presented by Hirschorn et al. [137], [138] was employed 

and compared with the Brug et al. [132] and Hsu-Mansfeld [133] methods for calculating 

capacitance from CPE parameters. The power-law method given by Eq. (7.8) proved to be 

superior to the other two methods in calculating the dielectric constant of the passive film, in 

agreement with previous findings. 

Mott-Schottky analysis was performed by measuring impedance spectra from 50 kHz to 

10 Hz over a range of voltage. This in tandem with the power-law method for extracting 

capacitance proved reliable in calculating film vacancy concentrations. The analysis was 

repeated with impedance spectra measured to a lower frequency limit of 100 and 1000 Hz for 

comparison. Differences in capacitance based on frequency were negligible, showing that this 

method is capable of removing the measurement frequency dependence that is so often seen in 

capacitance data. With current technology, measuring impedance over this wide range is still 

fast enough to prevent significant film reorganization during experiments. 

Frequency-dependent values of capacitance have often been reported in studies of passive 

films formed on metal electrodes and have been explained in a number of ways: variable 
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conductivity, dielectric relaxation, surface roughness, inhomogeneous films, double layer 

effects, etc. While some of these characteristics may be contributing to the impedance response 

of the passive film, it has been shown that proper treatment of the constant phase behavior is 

capable of relieving the capacitance of its frequency dependence. This is clear from examining 

the CPE exponent () versus voltage for SS304 and SS316 because the magnitude of the CPE 

exponent will determine how different measurement frequencies affect the apparent 

capacitance. This is further complicated by the fact that the CPE exponent changes with voltage 

leading to changes in magnitude and shape of M-S curves if the constant phase behavior is not 

appropriately handled. The contribution of the CPE exponent to uncertainty mentioned 

previously further stresses the need to measure impedance spectra to determine capacitance of 

thin passive films rather than single-frequency impedance values. 

Variation of the impedance phase angle and capacitance with voltage suggest that the 

flatband potential for passive films on austenitic stainless steel lies in the vicinity of -0.6 V. 

This is at odds with Eq. (7.12), which suggests two separate flatband potentials based on the 

slope and intercept of the two linear regions of the M-S plots. Studies of passive films on 

stainless steel often point toward separate flatband potentials for Fe2O3 and Cr2O3, and passive 

films on pure chromium are seen to have a flatband potential that is very different from those 

formed on stainless steel [52]. Despite this, models of the electronic structure of passive films 

on stainless steel generally account for a single flatband potential and in some cases have 

successfully matched experimental data. This suggests that the flatband potential of the highly-

doped, possibly degenerate [45], semiconductor junction that is the passive film on stainless 

steel cannot fully be described using Eq. (7.12). 
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CHAPTER 8  

 

EIS STUDY OF REACTIVELY-SPUTTERED TiO2 

COATINGS ON STAINLESS STEEL 

 

 

8.1 Introduction 

 

In order to optimize the coating deposition process, the quality and protective nature of the 

coatings must be characterized. This is essential in determining the required thickness of each 

coating layer in order that the substrate may be sufficiently isolated from its surroundings. The 

thickness needed directly impacts the deposition conditions and, more importantly, the time 

required to deposit the coatings. 

Electrochemical impedance spectroscopy (EIS) is a relatively simple method of diagnosing 

coatings and protective films, specifically for semi-conductive materials. EIS was presented 

and discussed in detail in Chapter 5, and was applied to the passive film on stainless steel in 

Chapter 7. The methods used to analyze the passive film formed on bare stainless steel are also 

applicable to the semiconducting protective coatings that were studied in Chapter 6.  

 

 

8.2 Coating Deposition 

 

The TiO2 coatings are deposited via magnetron sputtering using the apparatus in Figure 

4-5 with applied RF power of 400 W for 30 minutes. The deposition is performed using a 

metallic titanium target with a base argon pressure of 10 mTorr with the oxygen flow rate 
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controlled to ensure uniform deposition of TiO2. Coatings are deposited on stainless steel disks, 

both type 304 and 316. 

 

 

8.3 Testing Procedure 

  

Electrochemical testing was conducted using the same equipment as was described in 

Chapters 6 and 7. The samples are immersed in 1 M NaCl solution for approximately 1 hour 

prior to testing. Corrosion potentials are determined from linear polarization measurements in 

the voltage range very close to the open circuit potential. In this case, potentiostatic 

measurements are not performed, as the focus is on the coatings, rather than the growth of the 

passive film. 

Impedance data is collected from 300 kHz – 10 mHz at 10 frequencies per decade with a 

10 mV RMS voltage signal. For the purpose of capacitance measurements, impedance spectra 

are collected over a large voltage range with frequencies from 300 kHz – 1 Hz.  

 

 

8.4 Results and Discussion 

 

8.4.1 Impedance Spectra 

 

Impedance spectra were collected from 500 kHz to 10 mHz for TiO2-coated stainless steel 

304 for potentials from -0.85 V to 0.15 V. The impedance modulus – Eq. (5.17) – is seen in 

Figure 8-1, the phase angle – Eq. (7.3) – is provided in Figure 8-2, and a complex plane plot 

of the admittance is given in Figure 8-3. Likewise, the impedance modulus and phase angle at 

the corrosion potential of TiO2-coated SS304 is compared to bare SS304 in Figure 8-4.  
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Figure 8-1: Impedance modulus versus frequency at several potentials – TiO2 / SS304 

 

 

Both the impedance modulus (Figure 8-1) and the impedance phase angle (Figure 8-2) 

show the effect of potential on the impedance response of the TiO2-coated steel. The magnitude 

of the impedance modulus increases with increasing potential, and the shape shows that the 

impedance response consists of more than one capacitance, as is evidenced by the existence of 

multiple linear portions of the curves. At each potential, the curves converge at high frequency 

as the impedance tends toward the Ohmic resistance of the cell. 

The phase angle, shown in Figure 8-2, clearly depicts the existence of a multi-capacitor 

response based on multiple local minima for each potential. It is apparent that the magnitude 

of the phase angle generally increases with increasing potential, which is indicative of a shift 
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toward more ideal capacitive behavior. The impedance response, especially at higher 

frequencies, is dominated by the protective TiO2 thin film. Since the coating thickness and 

structure are not changing as the potential changes, the shift in phase angle must be due to a 

change in the electronic structure of the coating. The metal-oxide coating behaves as a 

semiconductor, so the applied potential determines the amount of band bending that occurs, 

resulting in either a depletion or an accumulation regime. 

 

 

 

Figure 8-2: Phase Angle versus frequency at several potentials – TiO2 / SS304 
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Figure 8-3: Complex admittance plot as a function of potential – TiO2 / SS304. Arrows 

indicate regions of low or high frequency data points 

 

 

Figure 8-3 also documents the shifting impedance response with the complex admittance 

plot. Admittance plots, in contrast to standard impedance (Nyquist) plots, highlight high 

frequency behavior, which is dominated by the capacitance of the coating. The admittance 

shows two distinct semicircles for the TiO2-coated stainless steel electrode at -0.853 V. This 

becomes a single semicircle in the complex admittance plane as the voltage increases due to 

the low frequency semicircle being consumed by the high frequency one. As the applied 

potential becomes more and more noble to the flatband potential, the capacitance of the 

protective coating will produce an impedance response that is much larger than other capacitive 
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elements over a larger frequency range, which accounts for the loss of the two distinct 

semicircles in the admittance plane as the potential increases. Figure 8-3 shows that the high 

frequency capacitive behavior dominates the impedance response despite the existence of 

multiple capacitive elements, as is depicted in Figure 8-2. 

 

 

 

Figure 8-4: Bode plot – TiO2 / 304 vs. SS304 (equilibrium potential) 

 

 

The impedance response of the TiO2-coated stainless steel is compared to that of uncoated 

stainless steel, both at their equilibrium potentials, in Figure 8-4. The impedance spectrum 

captured for the coated steel deviates significantly from that of the bare steel, which mirrors 

the response of a single capacitor (or CPE), which is clear from the shape of the phase angle 

as a function of frequency. A two-capacitor response is apparent from the shape of the 
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impedance modulus, which contains two distinct linear regions for the coated steel, as opposed 

to the one linear region for the bare steel. The low frequency capacitive response of the coated 

steel is likely due to a TiO2 passive film that forms on the surface of the coating, which is 

overshadowed by the coating material at higher frequency. A lack of coating on the bare 

stainless steel accounts for the single linear region of the impedance modulus, produced by the 

impedance response of the passive film. The difference in shape of the phase angle and 

impedance modulus, along with the substantial increase in the polarization resistance 

compared to bare stainless steel, point to the TiO2 coating possibly being an effective corrosion 

barrier. 

 

 

8.4.2 Coating Capacitance 

 

As was stated several times in the previous section, the capacitance of the coating material 

may be captured by the high frequency impedance data. The fact that the coating is likely 

several hundred times thicker than any passive film that may form means that it will have a 

much smaller capacitance and therefore, a much higher impedance, especially for high-

frequency measurements. 

The capacitance of the TiO2 coating is determined by measuring impedance spectra from 

500 kHz – 1 Hz over the potential range [0.1 V, -1.2 V] in 50 mV intervals. Figure 8-2, Figure 

8-3, and Figure 8-4 exhibit obvious constant phase behavior, and the effective capacitance will 

be extracted using the power-law resistivity method presented in the work of Hirschorn et al. 

[137], [139] and given by Eq. (7.8). Based on the nature of the titanium (III) oxide coating, the 

transition away from CPE behavior occurs at a higher frequency than the passive film on 

stainless steel (Chapter 7). In cases where the transition to a capacitive response from a constant 

phase response is not observed, the maximum capacitance may be computed using the highest 

measured frequency, as is explained in Ref. [139].      
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Figure 8-5: 3-D plot of impedance spectra measured from 500 kHz – 1 Hz over the potential 

range [0.1 V, -1.2 V] – TiO2 / SS304 

 

 

Figure 8-5 shows the impedance spectra of a TiO2 / SS304 electrode used to calculate the 

effective coating capacitance. The impedance decreases rapidly with decreasing voltage after 

dropping below the equilibrium potential (~ -0.075 V). This is the same trend that can be seen 

in Figure 7-7 for bare SS304, except that the impedance does not increase again upon dropping 

below the flatband potential. In this case the coating and passive film are both primarily TiO2 

and will have the same electronic structure, unlike the bilayer passive film that forms on 

stainless steel, each layer with a separate electronic structure. This presents further evidence 
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that the TiO2 coating is acting as a unique entity and is at least partially isolating the underlying 

substrate. 

 

 

 

Figure 8-6: Calculated capacitance of TiO2 / SS304 electrode using Eq. (7.8) and impedance 

spectra displayed in Figure 8-5 

 

 

The coating capacitance in Figure 8-6 follows an inverse trend to the impedance spectra in 

Figure 8-5. The maximum capacitance is approximately 0.8 F cm-2, which is still mostly 

attributable to the coating. This is in contrast to the bare stainless steel (Figure 7-11) with 

maximum capacitance between 20 and 30 F cm-2, which could be ascribed to the Helmholtz 

layer. Thus, even at low voltage, the Helmholtz capacitance is negligible compared to the 

coating capacitance. 
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Calculating the effective capacitance allows for estimation of the dielectric constant of the 

coating assuming the thickness of the coating is known. This may be done using Eq. (7.10) by 

assuming a parallel plate capacitor with the TiO2 coating as the dielectric between the plates. 

The capacitance of the coating at the equilibrium potential is 0.386 F cm-2, and the coating 

thickness is estimated to be 200 nm based on the deposition rate, which results in a relative 

dielectric constant of 87.2. 

The capacitance used to determine the dielectric constant is likely equal to the space-charge 

capacitance of the TiO2 coating, which should be correlated to the depletion region of the 

semiconductive coating. The thickness of this depletion region may be as low as one-fourth of 

the total thickness of the coating, which would significantly impact the dielectric constant. The 

relative dielectric constant of TiO2 has been reported as anywhere from 7 [156] to well over 

100 [157], [158] and is highly dependent on the crystal structure and the formation mechanism 

[159], as well as the measurement frequency. In light of this, the calculated relative dielectric 

constant should be considered the maximum possible value. 

 

   

8.4.3 Mott-Schottky Analysis 

 

The Mott-Schottky (M-S) plot of inverse capacitance squared versus voltage for TiO2-

coated stainless steel type 304 is given in Figure 8-7. The linear fit to the curve provides the 

slope and intercept used to calculate the defect density and flatband potential according to Eq. 

(7.12), which are useful in characterizing the coating. 

The TiO2 coating displays n-type behavior, which stems from an excess of oxygen 

vacancies. This points toward the fact that TiO2 is an anion (oxygen) vacancy conductor. From 

the slope of the line in Figure 8-7 and the dielectric constant calculated previously (r = 87.2), 

the dopant density in the coating may be estimated using Eq. (8.1), which comes from 

rearranging Eq. (7.12). 
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Where:  ND is the dopant (or defect) density, 

  e is the elementary charge (1.602 x 10-19 C), 

And  m is the slope of the linear fit to the M-S curve. 

 

 

 

Figure 8-7: Mott-Schottky plot of TiO2-coated SS304; circles are calculated values from data 

and the line represents a fit to the linear portion of the curve 

 

 

The defect density calculated in this manner is 2.021 x 1017 cm-3, which is several orders 

of magnitude lower than the defect density calculated for the passive film on stainless steel. 

This value no longer represents a highly-doped semiconductor, as is the case with passive layer 
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films, but rather is approaching the defect density of standard semiconductors. Depending on 

the true value of the relative dielectric constant, the actual defect density may range from 1017 

cm-3 to 1018 cm-3. Regardless of the accuracy of the calculated dielectric constant, this range 

of defect density represents a well-deposited coating, and is clearly indicative of the TiO2 

coating and not the passive film, which would have a much higher density of defects. Thus, 

this method may useful in diagnosing and determining coating quality following deposition. 

The flatband potential (EFB), which was discussed in Chapter 7, may be determined from 

the slope and intercept of the line depicted in Figure 8-7. The flatband potential is the 

intersection of the linear fit with the potential axis (x-axis) offset by the thermal energy. In 

equation form this is given by: 

 

   

 
FB

b kT
E

m e

 
   

 
  (8.2) 

 

Where m and b are the slope and intercept of the linear fit, respectively, k is Boltzmann’s 

constant, and T is the absolute temperature. Again, Eq. (8.2) comes from the standard Mott-

Schottky equation (Eq. (7.12)). 

At 20°C, the flatband potential of the TiO2-coated stainless steel electrode is calculated to 

be -0.967 V versus a saturated Ag/AgCl reference electrode. This was calculated assuming that 

the Helmholtz capacitance is negligible compared to the coating capacitance. Correcting the 

calculation using a Helmholtz capacitance of 25 F cm-2 shifts the flatband potential by only 

0.2 mV, proving that it is inconsequential in this case. The flatband potential for a TiO2 

electrode in an aqueous electrolyte solution has been given by Eq. (8.3), which depends solely 

on pH [160]. 

 

 0.445 0.06
FB

E pH     [V, vs. Ag/AgCl] (8.3) 
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The 1 M NaCl solution is prepared with distilled water and has a measured pH of 7.45, 

giving a flatband potential of -0.892 V vs. Ag/AgCl using Eq. (8.3). The difference between 

the two flatband potentials is 75 mV, which is within the uncertainty associated with these 

calculations. However, it could also be indicative of oxides other than TiO2 existing within the 

coating, such as TiO or Ti2O3. It is likely while using reactive magnetron sputtering that there 

will be coating regions where different oxide compositions have been deposited. Depending 

on the relative concentrations of each type of oxide within the coating, the flatband potential 

may be shifted slightly.  

 

 

8.5 Conclusions 

 

 Electrochemical impedance spectroscopy (EIS) has been used to characterize a stainless 

steel type 304 electrode coated with TiO2 using reactive magnetron sputter deposition in 1 M 

NaCl solution. The measure impedance spectra are distinct from those measured for uncoated 

stainless steel presented in Chapter 7. This is a good indication that the TiO2 coating is effective 

at isolating the substrate from the electrolyte solution.  

The same methods used to study the passive film on austenitic stainless steel have been 

employed to study the semiconductive TiO2 coating, to great effect. Impedance spectra are 

indicative of a multi-capacitor response, which is typical of a passive metal coated with an 

inert material. The maximum relative dielectric constant was calculated to be 87.2 using a 

parallel-plate capacitor approximation, and the true value is likely smaller than this based on 

the unknown thickness of the depletion region of the coating. 

The coating defect density calculated from M-S analysis is on the order of 1017 cm-3, which 

is typical for a slightly porous semiconductive coating. This is several orders of magnitude 

lower than the highly-doped oxide passive film on stainless steel, which speaks to the stability 

of the coating as a corrosion barrier. Finally, the flatband potential was measured to be -0.967 
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V vs. Ag/AgCl electrode and is more active by 0.075 V than the flatband potential calculated 

using Eq. (8.3) and the pH of the testing solution. 

Based on these results, EIS proves to be a useful tool for characterizing the quality of 

coatings on passive metals. As was shown in Chapter 6, the assessment of inert coatings on 

active metals (i.e. A36 mild steel) may be accomplished using DC electrochemical techniques, 

as there will likely be a measurable difference in corrosion rate, especially as coating thickness 

increases. This may not be the case for coatings on passive metals, in which case AC 

electrochemical techniques can provide additional information to determine coating quality. 

Impedance measurements are sensitive to material properties that cannot be determined using 

DC methods. 
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CHAPTER 9  

 

SUMMARY, CONCLUSIONS AND FUTURE WORK 

 

9.1 Summary 

 

Protective coatings on several types of steel have been assessed for their corrosion 

properties. The goal is to utilize these coatings in a multilayered, composite system for high-

level nuclear waste storage containers. Current dry cask storage waste basket canisters are 

made of stainless steel and have the potential for failure due to stress corrosion cracking and 

other types of localized corrosion. The coatings presented in Chapter 4 are meant to prevent 

common types of failure for stainless steel, as well as to protect against hydrogen diffusion 

into the steel and mechanical wear. 

Throughout the course of this research, only single layer coatings were tested in order to 

determine properties of individual materials. The first set of coated steels involved non-reactive 

depositions of all five compounds that were initially proposed. They included many batches of 

each coating material, each deposited using different parameters: power, pressure, and time. 

Following DC electrochemical testing, it was determined that the coatings were mostly too 

thin and porous to provide significant protection, although they showed promise on the A36 

steel in that there was a measurable decrease in corrosion rate. This may be worth pursuing 

further considering that the outer shell of some dry cask designs is composed of carbon steel. 

It was clear that for each coating, the underlying substrate was still dictating the corrosion 

properties. Chapter 6 represents the culmination of this initial set of experiments. Some SEM 

images provided in this chapter show a correlation between protection against localized 

corrosion and thickness of the coating.  
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After the first set of coatings, time was spent studying the passive film on bare stainless 

steel while reactive magnetron sputtering was implemented to increase coating deposition rate. 

Chapter 7 explores the AC electrochemical techniques utilized to probe the passive film and 

presents results for type 304 and 316 stainless steels that largely agree with literature. The 

study of the passive film using EIS, while important for advancing knowledge on the subject, 

was seen as a preliminary test for proper experimental and analytical methods to apply to 

investigating coated steels. Essentially, Chapter 7 presents and validates a combined 

experimental and analytical method for removing the measurement frequency dependence of 

the capacitance that so frequently plagues EIS results in the literature. The methods discussed 

in this would be applied to TiO2-coated stainless steel using reactive magnetron sputter 

deposition. 

The study of stainless steel coated with a protective TiO2 film is provided in Chapter 8. 

Impedance spectra that were collected exhibit behavior that is typical of passive metals coated 

with inert materials. The dielectric constant and defect density of the TiO2 were calculated 

using electrochemical means and are consistent with what may be expected from a 

semiconducting coating. Electrochemical methods used in this study may be suitable to be used 

as diagnostic tools for coated metals. In this case, it is beneficial to have information about the 

composition and structure of the coating in order to iterate on the optimization of the deposition 

process.         

           

 

9.2 Conclusions 

 

Several conclusions may be drawn from the entirety of this research: 
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 Compound coatings deposited via magnetron sputter deposition are compatible 

with steel substrates. There was good adhesion between coating materials and the 

steels. 

 Coatings show promise in decreasing the uniform corrosion rate of active metals. 

The decrease in corrosion rate will depend largely on the thickness and porosity of 

the coating. 

 Coating defects and porosity must be largely minimized to provide enhanced 

resistance to localized corrosion. This may be achieved by increasing the number 

of layers and overall thickness of the protective coating. 

 The capacitance calculated from impedance measurements should not depend on 

measurement frequency, as is often the case in the literature. Measurement of 

impedance spectra and appropriate treatment of the constant phase behavior often 

exhibited in electrode-electrolyte systems is capable of removing the frequency 

dependence of the capacitance. 

 Oxide coatings behave similarly to oxide passive films, and the same 

electrochemical methods may be applied to studying both of them. Information may 

be gained about the coating structure and composition using electrochemical 

techniques. Oxide passive films have been studied extensively, which will benefit 

the investigation of oxide coatings through experimental comparison. 

 Based on preliminary results, multilayer protective coatings may prove to be a 

viable alternative to newer alloys in protecting the integrity of HLW storage 

containers. Moreover, it is likely that the total coating thickness can be several 

micrometers (~ 5-10 m) rather than the 50 m that was initially proposed. It has 

yet to be determined if coating deposition can be economically competitive with 

other storage material options. 
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9.3 Future Work 

 

The next step is to deposit and test the remaining reactively-sputtered coatings in order to 

determine the most optimal recipe for creating the desired coatings. Once the single layer 

coatings have been appropriately characterized, the focus will shift to the multilayer coating 

system seen in Figure 4-1. Adhesion among the coating layers is of primary importance, and 

will require precise deposition parameters. Having multiple layers will allow pinholes present 

in initial layers to be filled, greatly improving corrosion performance.  

It was mentioned previously that the coatings are supposed to protect from hydrogen 

diffusion and mechanical wear, in addition to uniform and localized corrosion. Titanium nitride 

is often used as a diffusion barrier, particularly with regard to microelectronics manufacturing 

[161], [162], and molybdenum disulfide is a common solid lubricant used for wear resistance 

[80]–[82]. However, regardless of the known performance of individual materials, the coating 

system as a whole must be tested for diffusion and wear resistance, as it is currently unknown 

how the interplay of the materials will affect various properties. This is especially true because 

the properties of the thin films are dependent on the deposition environment, and the properties 

of each layer may change as an additional coating layer is deposited on top. The wear resistance 

may be simply studied using a tribometer, whereas hydrogen diffusion testing will rely on 

electrical resistance measurements made in an environment with controlled heating. Both of 

these projects are currently in the works. 

The most important reason for using these materials to coat the stainless steel waste canister 

is to minimize the potential for stress corrosion cracking (SCC); the specifics of SCC were 

discussed in Chapter 2. Traditional SCC testing requires specimen of specific sizes and shapes 

for determination of stress intensity factors, and test procedures are classified into three 

groupings: constant total strain tests, constant load tests, and constant strain rate tests. Specialty 

samples need to be fabricated and coated in order to perform any quantitative SCC testing. 
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However, for qualitative testing focusing on a comparison between materials (i.e. coated 

and non-coated steel), the rules pertaining to sample size and geometry may be relaxed. Figure 

9-1 is a picture of an apparatus designed and built by the precision machine shop at NC State 

that can perform constant load SCC experiments. The testing structure allows for simultaneous 

loading and submersion in a corrosive solution and is designed to hold 1” diameter disks, which 

have been used for the entirety of this study. This piece of equipment may be used as an 

alternative to traditional SCC testing, especially if it is coupled with the electrochemical 

methods that were the focus of this research. 

 

 

 

Figure 9-1: Experimental apparatus for constant load testing of SCC 
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The following chapters - 10, 11, and 12 - consist of three 

published works that focus on the gamma-ray shielding of 

the coating materials discussed previously, as well as 

innovative blends of concrete and glass for enhanced 

shielding of waste storage packages. 
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CHAPTER 10  

 

STUDY OF THE SHIELDING PROPERTIES OF 

PROTECTIVE COATINGS AND CONCRETE 

COMPOSITIONS FOR HLW STORAGE 

 

 

Published in Ann. Nucl. Energy: “Shielding properties of protective thin film coatings and 

blended concrete compositions for high level waste storage packages,” M. A. Fusco, A. L. 

Winfrey, M. A. Bourham, Ann. Nucl. Energy, Vol. 89, pp. 63-69, March 2016. 

DOI:10.1016/j.anucene.2015.11.026. 

 

 

Various thin film coatings have been proposed to protect stainless steel high level waste 

(HLW) containers from premature failure due to localized corrosion, hydrogen embrittlement, 

and mechanical wear. These coatings include TiN, ZrO2, MoS2, TiO2, and Al2O3, to be 

deposited either in multiple layers or as a thicker, single-layer composite. Linear attenuation 

coefficients of these materials have been simulated using MicroShield and measured 

experimentally for various photon energies. Additionally, spent fuel casks with overpacks 

made of two different types of concrete were simulated to compare exposure rate at the cask 

surface. In the energy range that is significant for high level waste storage all coating materials 

possess very similar attenuation behavior. A specialty concrete, containing magnetite (Fe3O4) 

and lead oxide (PbO), reduces the exposure rate at the outer surface of the overpack by several 

orders of magnitude. The higher-Z elements not present in ordinary concrete greatly increase 

attenuation of intermediate-energy gammas (0.4 – 1.0 MeV). The thin film coatings do not 

http://dx.doi.org/10.1016/j.anucene.2015.11.026
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affect the shielding capabilities of the HLW packaging, as their total proposed thickness is 

nearly three orders of magnitude less than the mean free path (MFP) of the primary photons of 

interest. 

 

10.1 Introduction 

 

Storage of spent nuclear fuel from commercial reactors and government-controlled high 

level waste (HLW) is one of the most important issues facing the nuclear industry. On-site dry 

cask storage is the only current long term storage option for commercial spent fuel, and thus, 

limiting exposure outside of the cask is of high priority. Dry storage casks consist primarily of 

a steel canister and concrete overpack, often with a glass layer in between [9]. HLW canisters 

are typically made of stainless steel because of its good mechanical strength and corrosion 

resistance [1], [20], [21]. However, stainless steel suffers from intergranular corrosion due to 

carbide buildup at grain boundaries and stress corrosion cracking (SCC) due to residual stresses 

from welding in the presence of chloride ions [27]. Additionally, mechanical wear and 

embrittlement from hydrogen diffusion pose a threat to the long term integrity of spent fuel 

canisters. A lack of in-situ monitoring coupled with the relative unpredictability of localized 

corrosion and embrittlement from gas diffusion makes canister lifetime difficult to predict. The 

US NRC mandates that high level waste containers must remain intact for 300 – 1000 years 

[163], making materials research for HLW storage imperative. 

In order to combat premature failure of stainless steel canisters, various thin-film coatings 

have been proposed [60]. These coatings include titanium nitride (TiN), molybdenum disulfide 

(MoS2), and Zirconia (ZrO2), titania (TiO2), and alumina (Al2O3) as an eventual composite, 

and have been shown to be good barriers to localized corrosion, hydrogen diffusion, and 

mechanical wear [38], [61]. The middle coating layer is a composite of the three oxides, and 

is commonly referred to as zirconolite. 
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Figure 10-1: Multilayer coatings for high level waste storage (not to scale) 

 

 

If these coatings are to be utilized to protect HLW containers, their attenuation properties 

must be known. Mass attenuation coefficients provide an adequate measure of the shielding 

capabilities of each material. The mass attenuation coefficient is independent of density, 

allowing for direct comparison between materials. A simulation study on the heavy particle 

impact on such multi-layered coatings, as in Figure 10-1, has shown that 2MeV particles can 

cause damage in the first 10μm of the TiN layer if neutrons leak through cracks and reach the 

coatings [164]. 

Recently there has been interest in specialty concrete for radiation shielding applications. 

The composition of concrete can be modified using additives and different forms of aggregates, 

making it an ideal material to be tailored toward specific uses. A computational study on 

various compositions of concrete for gamma attenuation, has shown that adding magnetite 

(Fe3O4) and lead oxide (PbO) in specific concentrations to standard concrete increases 

attenuation and greatly reduces exposure rate outside the spent fuel cask [13], and a specific 

concrete mixture, referred to as ‘concrete-6’ in their paper will be used as a comparison to 

ordinary concrete in the present study. 
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10.2 Methods 

 

10.2.1 Computational Methods 

 

Linear attenuation coefficients are calculated using MicroShield 9.05 [165]. The mass 

attenuation coefficient is calculated from the linear attenuation coefficient divided by the mass 

density of the absorber material and is given by the exponential attenuation law: 
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  (10.1) 

 

Where µ is the linear attenuation coefficient (cm-1), ρ is mass density (g/cm3), µ/ρ is the mass 

attenuation coefficient (cm2/g), x is the absorber thickness (cm), I0 is the initial photon 

intensity, and I is the transmitted photon intensity. 

MicroShield computes the theoretical attenuation coefficient at desired photon energies 

using material composition and density. It has also been used to assess the exposure rate outside 

a typical spent fuel cask, as well as to assess the change in shielding effectiveness using 

multilayer protective coatings and magnetite/lead oxide-doped concrete “concrete 6” [13]. This 

concrete consists of 13.98% cement, 7.63% water, 23.5% aggregate (mainly SiO2), 39.195% 

magnetite, and 15.678% lead oxide. The complete chemical composition of this proposed 

concrete mixture is given in [13]. 

The cask utilized in this study consists of a cylindrical volume of spent fuel with a height 

of 20 ft. and 8.727-ft. radius. The steel canister is 0.27 ft. thick, and the concrete overpack is 2 

ft. thick. Three coating layers are added to the outside of the steel canister, which combined 

are 50 μm thick. The radiation source used in the MicroShield simulations comes from Surry 

plant spent fuel depleted using ORIGEN at 38.6 GWd/MTU [6] and is given in Table 10-1. 

The photon activity by energy group is scaled to represent 16 MTU per storage cask. At 0.4 to 
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0.5 MTU per assembly in a typical PWR, this assumes between 32 and 40 assemblies per cask. 

This is conservative given that the NRC considers between 2 dozen and 6 dozen assemblies 

per cask depending on the type [166]. The dose point is taken half way up the cask at the outer 

surface as illustrated in Figure 10-2. 

 

 

 

Figure 10-2: MicroShield cask geometry elevation (a) and top view (b) 
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Table 10-1: Source specification for spent fuel cask simulation – 38.6 GWd/MTU Surry 

Plant 

Mean Photon 

Energy (MeV) 

Activity/MTU 

(Photons/sec) 

% Energy 

Activity 

0.015 3.08E+09 0.00000 

0.02 7.03E+09 0.00000 

0.03 1.55E+14 0.31680 

0.04 4.67E+13 0.12730 

0.05 2.82E+12 0.00960 

0.06 4.61E+13 0.18850 

0.08 2.38E+12 0.01300 

0.10 2.22E+13 0.15130 

0.15 1.59E+10 0.00020 

0.20 3.74E+12 0.05100 

0.30 4.39E+11 0.00900 

0.40 7.19E+11 0.01960 

0.50 6.34E+11 0.02160 

0.60 2.32E+15 94.8505 

0.80 2.25E+13 1.22650 

1.00 1.53E+13 1.04250 

1.50 1.93E+13 1.97260 

2.00 2.91E+06 0.00000 

Total 2.66E+15 
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The source specification for spent fuel cask simulation shows that the 0.6 MeV photon 

energy group contributes almost 95% of the energy activity, mostly from the decay of Cs-137. 

Also of interest are three higher energy groups: 0.8, 1.0, and 1.5 MeV, which have fairly high 

activity and are more difficult to shield than the lower energy gammas. These will likely 

contribute much of the total exposure rate. There are several energy groups in the tens of keV 

range that have high activity, but they are quite easily shielded and will not contribute 

significantly to exposure. 

 

 

10.2.2 Experimental Methods 

 

In order to corroborate theoretical calculations using the MicroShield code, gamma 

attenuation experiments have been performed. The radiation sources are 1” disks of Ba-133, 

Cs-137, and Co-60 to determine attenuation coefficients at four photon energies: 356 keV, 

661.7 keV, 1173 keV, and 1332.5 keV, respectively. The detector is a 2” x 2” sodium iodide 

(NaI) scintillator, with built-in photomultiplier tube (PMT) and preamplifier, connected to a 

high voltage power supply, shaping amplifier, and multichannel analyzer (MCA). The three 

gamma sources are tested separately to avoid self-shielding. The detector is placed 60 cm 

directly above the source, and the disks are placed one-third of the way between source and 

detector, assuring most photons reaching the detector pass through the disk. Figure 10-3 

illustrates the experimental set up for gamma attenuation measurements. 
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Figure 10-3: Gamma attenuation experimental setup 

 

 

The full energy peaks measured using the MCA software are fit to a Gaussian plus linear 

background using the curve fit function in MATLAB, such that the fitting function takes the 

form: 
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  (10.2) 

 

Where a, b, c, d, and e are fitting coefficients and x is the MCA channel number. Eq. (10.2) is 

then integrated over the entire photopeak to obtain the peak area. Ratios of integrated peak 

areas are used to calculate linear attenuation coefficients using Eq. (10.3): 
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Where:  A0 is the integrated photopeak area with no attenuation sample in place, 

   A is the integrated photopeak area with the sample present, 

And  x is the thickness of the steel disk. 

 

 

10.3 Materials 

 

Densities of the materials studied are given in Figure 10-4, which includes the substrate 

materials of type 304 and type 316 stainless steel and the coating materials (TiN, ZrO2, MoS2, 

TiO2, Al2O3 and Zirconolite), in addition to the blended concrete 6 and the ordinary concrete. 

Zirconolite in this study is a stoichiometric combination of ZrO2, TiO2, and Al2O3, although 

the relative compositions of each oxide may be altered to create more desirable properties. 

The samples tested are 1” diameter steel disks, both bare and coated. Thin film coatings 

are achieved using magnetron sputter deposition. The stainless steel substrates are two different 

thicknesses: stainless steel type 304 is 0.8975 mm thick and stainless steel type 316 is 1.498 

mm thick. Focused ion beam (FIB) techniques reveal the coatings to be no thicker than several 

hundred nanometers. The oxide coatings, which sputter very slowly, are all less than 100 nm 

thick, whereas titanium nitride has the fastest deposition rate with a maximum thickness of 

roughly 900 nm.   
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Figure 10-4: Mass density of materials used in this study 

 

 

10.4 Results and Discussion 

 

10.4.1 Linear Attenuation Coefficient 

 

The linear attenuation coefficients for the materials studied were calculated from 

measurements obtained using the setup in Figure 10-3. The attenuation coefficients are 

displayed in Figure 10-5 with 95% confidence bounds, which correspond to the confidence 

bounds of the coefficients of the curve fit (Eq. (10.2)). Standard error using Poisson statistics 

was also determined for each value of linear attenuation, but the curve fitting produces greater 
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uncertainty than the experiment itself. Stainless steel type 304 and 316 have very similar 

compositions and thus have nearly identical attenuation properties. The attenuation of type 316 

stainless steel is presented rather than type 304 because the disks are thicker, allowing for more 

precise measurement of the linear attenuation coefficient. Moreover, only the titanium nitride 

coating on stainless steel type 316 was chosen to represent the coated steels because it is the 

thickest coating on the thickest substrate, thus giving the best opportunity to measure a 

difference in attenuation from the bare steel.  

 

 

 

Figure 10-5: Comparison of experimental linear attenuation coefficients as a function of 

incident gamma energy for bare and TiN-coated stainless steel 316 with theoretical values 
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Experimental linear attenuation coefficients for stainless steel type 316 at four distinct 

incident photon energies are similar to predicted values. In all but one case, the theoretical 

value lies within the 95% confidence band of the experimental value. It lies outside the 

confidence range for the 1332.5 keV Co-60 gamma ray. Higher energy gammas require greater 

thickness to accurately measure the attenuation. The attenuation value for 662 keV gammas is 

both accurate and precise because the photopeak suffers neither from low signal-to-noise ratio 

(as with the Co-60 peaks) nor having other peaks close by to convolute the analysis. The 

titanium nitride coating, as well as all other coating materials, does not significantly affect the 

attenuation of the stainless steel substrate. It was not possible to measure the attenuation of the 

TiN separate from the steel because of the film thickness. The theoretical linear attenuation 

coefficient for TiN is 0.392 cm-1 for 661.7 keV gammas. Calculating this value from 

experimental data for a 1 m-thick coating amounts to a difference of less than 0.004% 

between photopeak areas, which is well within the uncertainty bounds for radiation detection. 

 

 

10.4.2 Mass Attenuation Coefficient and Mean Free Path 

 

The mass attenuation coefficients for the coatings based on MicroShield calculations are 

given in Figure 10-6. As expected, over most of the energy spectrum the mass attenuation 

coefficient for each coating compound decreases monotonically. The increase in mass 

attenuation coefficient of ZrO2 and MoS2 in the low energy range corresponds to the K-edge. 

The K shell binding energies for Zr and Mo are 18 keV and 20 keV, respectively [167]. 

Photoelectric absorption becomes more efficient when the incident photon energy approaches 

the binding energy of the appropriate electron shell, which causes the observed peak in 

attenuation coefficient. The other elements present (Ti, Al, O, and N) have K-shell binding 

energies in the few-keV range. Mass attenuation coefficients are very similar among coating 

materials in the energy range of interest for nuclear waste applications.  
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Figure 10-6: Mass attenuation coefficient as a function of energy for coating materials 

 

 

Based on the predicted attenuation coefficients, the mean free path (MFP) in each material 

as a function of incident photon energy has been calculated and is shown in Figure 10-7. The 

minimum MFP in any of the coating materials is 50 m, which occurs for 0.025 MeV (25 keV) 

photons in zirconia. The entire multilayer coating system is proposed to be 50 m thick, so the 

coatings together will constitute less than a single MFP for even the lowest energy photons. A 

majority of the source activity stems from photons with a mean energy of 600 keV (Table 

10-1). The MFP for these photons is between 2 and 3.5 cm depending on the material. This is 

nearly 1000 times larger than the total multilayer coating thickness, thus it is safe to assume 

that buildup will not be an issue for these coating materials.  
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Figure 10-7: Mean free path in coating materials as a function of energy 

 

 

10.4.3 Exposure Rate 

 

The exposure rate, in mR/hr, taken at the outer surface of the storage cask is several orders 

of magnitude lower using 2 ft. of concrete-6 rather than ordinary concrete, as is seen in Figure 

10-8. The attenuation of concrete-6 is much better than ordinary concrete, especially above 0.3 

MeV incident photon energy. The higher-Z elements not present in ordinary concrete greatly 

increase attenuation of intermediate-energy gammas (0.4 – 1.0 MeV). Figure 10-9 shows that 

the effectiveness of concrete-6 over ordinary concrete is maximized for photons between 0.4 

and 0.6 MeV, which is where the ratio of exposure rate between the two overpack materials is 

at a minimum. This is the energy range into which a majority of photons emitted from spent 

fuel fall, according to Table 10-1. The coatings proposed for the outer surface of the steel 
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canister have a negligible impact on the exposure rate. The total coating thickness of 50 µm is 

several orders of magnitude less than the MFP of the gammas of interest, as was discussed in 

the previous section.  

Concrete-6 proves to be increasingly more effective at shielding gammas than ordinary 

concrete as the thickness of the dry cask overpack increases. An overpack thickness of 5 ft. of 

ordinary concrete is necessary to reduce the exposure rate outside the cask to the same level as 

2.5 ft. of concrete-6. The total exposure rate as a function of the overpack thickness is shown 

in Figure 10-10. 

 

 

 

Figure 10-8: Exposure rate at cask surface as a function of incident photon energy – concrete 

comparison 
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Figure 10-9: Ratio of exposure rate as a function of incident photon energy – Concrete 6 

versus ordinary concrete 

 

 

Figure 10-10: Exposure rate as a function of overpack thickness (log scale) 
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10.5 Conclusion 

 

The shielding properties of thin films to be deposited on stainless steel for protection 

against localized corrosion, hydrogen diffusion, and mechanical wear have been investigated. 

Microshield calculations showed mass attenuation coefficients to be nearly identical among 

coating materials in the energy range of interest for shielding (0.4 MeV – 1.5 MeV). 

Experimental measurements show good agreement with predicted attenuation coefficients, 

based on material properties, for the bare stainless steel type 316. Coated steels show very 

similar attenuation to the bare substrate, which is expected based on the sub-micron thickness 

of each single-layer coating. The MFP of 0.6 MeV gammas in these materials is between 2 and 

3.5 cm, and buildup in the coatings is negligible based on the proposed thickness of 50 µm. 

Based on full cask simulations using MicroShield, the five coating materials discussed 

previously (TiN, ZrO2, TiO2, Al2O3, and MoS2) do not affect the exposure rate outside the cask 

to any measurable degree. Whereas these coatings do not provide additional shielding, they 

can be utilized for HLW storage without adversely affecting the shielding properties of the 

storage container.   

Also in this study, a specialized type of concrete (concrete-6) containing Fe3O4 and PbO, 

introduced in a published work [13], was compared to ordinary concrete as an overpack 

material. Based on simulations, concrete-6 is able to decrease the total exposure rate outside a 

typical spent fuel cask by nearly three orders of magnitude. Double the thickness of ordinary 

concrete is required to achieve the same exposure rate as concrete-6. Given that there has yet 

to be a permanent storage solution for HLW and commercial spent nuclear fuel, a specialty 

concrete similar to concrete-6 warrants additional investigation into the feasibility of its use as 

shielding for HLW containers.  
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CHAPTER 11  

 

STUDY OF GAMMA-RAY SHIELDING OF OXIDE 

GLASS SHIELDING MATERIALS 

 

Published in Ann. Nucl. Energy: “Gamma-ray mass attenuation coefficient and half value 

layer factor of some oxide glass shielding materials,” E-S. A. Waly, M. A. Fusco, M. A. 

Bourham, Vol. 96, pp. 26-30, October 2016, DOI: 10.1016/j.anucene.2016.05.028  

 

The variation in dosimetric parameters such as mass attenuation coefficient, half value 

layer factor, exposure buildup factor, and the photon mean free path for different oxide glasses 

for the incident gamma energy range 0.015-15 MeV has been studied using MicroShield v5.03. 

It has been inferred that the addition of PbO and Bi2O3 improves the gamma ray shielding 

properties. Thus, the effect of chemical composition on these parameters is investigated in the 

form of six different glass compositions, which are compared with specialty concrete for 

nuclear radiation shielding. The composition termed ‘Glass 6’ in this paper has the highest 

mass attenuation and the smallest half value layer and may have potential applications in 

radiation shielding. An example dry storage cask utilizing an additional layer of Glass 6 as an 

intermediate shielding layer, simulated in MicroShield, is capable of reducing the exposure 

rate at the cask surface by over 20 orders of magnitude compared to the case without a glass 

layer. Based on this study, Glass 6 shows promise as a gamma-ray shielding material, 

particularly for dry cask storage. 

 

 

http://dx.doi.org/10.1016/j.anucene.2016.05.028
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11.1 Introduction 

 

Due to the overwhelming concern about release of radionuclides from various sources, as 

well as the increasing use of gamma ray-emitting isotopes in industry, medicine, and 

agriculture, it has become necessary to study the shielding properties of new and improved 

materials. There is always a need to develop new materials that can be used under the 

potentially harsh conditions of radiation exposure and act as shielding materials for extended 

periods of time. 

The most conventional material used for the purpose of radiation shielding for nuclear 

reactors and nuclear waste storage is concrete. It is a mixture of light nuclei (primarily 

hydrogen) and heavy nuclei, giving it the ability to be an effective shield against neutron and 

gamma radiation. Concrete is relatively inexpensive and easy to cast in many shapes and sizes, 

in addition to being strong and structurally sturdy. However, prolonged exposure to nuclear 

radiation results in heating of the concrete, which causes a decrease in density and a possible 

loss of cooling water and/or gas. Another drawback of concrete is that it is not transparent to 

visible light, and one cannot see through the concrete to monitor what goes on inside. 

As an alternative to concrete, glasses can also act as effective shielding materials. They are 

typically transparent to visible light and their properties can be modified significantly by 

changing composition and adopting variations in preparation techniques [12], [168]. During 

recent years, there has been increasing interest in the synthesis, structure, and physical 

properties of heavy metal oxide glasses due to their high refractive index, high infrared 

transparency, high density, and good shielding of gamma rays [15]–[18], [169]–[171]. In 

particular, lead oxide and bismuth oxide have been used as additives in several silicate and 

borate glasses in order to achieve superior physical and shielding properties [172]–[174]. 

The present work has been undertaken to evaluate different types of glass systems as 

gamma-ray shields, which include changes in chemical composition. These glasses will be 

compared to a specialty concrete composition for radiation shielding applications. 
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Additionally, dry storage casks utilizing thin layers of these glass compositions are simulated 

computationally to determine changes in exposure rate. 

 

 

11.2 Computational Methods and Materials 

 

Linear attenuation coefficients are calculated from the exponential attenuation law: 

 

  0
exp

t
I I x    (11.1) 

 

Where I0 is the initial intensity, I is the transmitted intensity, x is the penetration depth, and 

t is the total linear attenuation coefficient at a specific photon energy. The mass attenuation 

coefficient is defined as: 
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Where  is the mass density and t is the absorber thickness. The mass attenuation 

coefficient for a mixture of materials is: 
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Where the total mass attenuation coefficient (/)total is the sum of the mass attenuation 

coefficient of the individual components (/)i multiplied by the weight fraction wi of 

component i. Finally, the half value layer (HVL), which is the thickness at which the 
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transmitted intensity is one-half the initial intensity, is determined from Eq. (11.1) and depends 

only on the linear attenuation coefficient: 

 

 
 ln 2

HVL


   (11.4) 

 

The MicroShield v5.03 software package [175] is used as the principle computational tool 

in this study. MicroShield® uses properties of individual materials to compute theoretical mass 

attenuation coefficients using Eq. (11.3), as well as exposure buildup factors based on input 

material composition and density. The program can handle many different geometries, 

including a cylindrical spent fuel cask, which is of primary interest. Mass attenuation 

coefficients and buildup factors are computed for each composite material across a photon 

energy range of 15 keV to 15 MeV.  

Six compositions of glass for radiation shielding composed of various metal oxides are 

considered in this study. The relevant properties of the metal oxides used to simulate the 

compositions of glass are provided in Table 11-1. The composition of each of the six glasses 

is given in Table 11-2, along with its resulting mass density. Each of the glass compositions 

contains at least 25% PbO by weight, as lead absorbs photons very efficiently based on its high 

atomic number and density. Clearly the density of the glass increases as the content of either 

PbO, Bi2O3, or CdO increases because of the high density of each. Table 11-3 shows the 

composition of the specialty concrete, termed ‘Concrete 6’ [13], used as the overpack material 

in the simulation of the waste storage cask. The cement in the concrete is Portland and the 

aggregate is 80% SiO2 and 20% CaCO3. Densities for the materials described in Table 

11-1,Table 11-2, and Table 11-3 are exhibited in Figure 11-1. 
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Table 11-1: Physical properties of relevant metal oxides 

Glass oxide M (g/mol) 𝝆 (g/cm3) V (cm3/mol) 

PbO 223.2 9.53 23.421 

Bi2O3 465.95 8.9 52.36 

CdO 128.41 8.15 15.76 

Al2O3 101.96 3.95 25.81 

SiO2 60.08 2.65 22.67 

B2O3 69.62 2.46 28.3 

 

Where M is the molar mass,  is the mass density, and V is the molar volume (M/). 

 

 

Table 11-2: Chemical composition (% by weight) and mass density of glasses simulated in 

this work 

Glass 

Type 

Composition Density 

(g/cm3) PbO Al2O3 B2O3 SiO2 CdO Bi2O3 

Glass 1 0.25 0.1 0.65 --- --- --- 4.3765 

Glass 2 0.45 0.1 0.45 --- --- --- 5.7905 

Glass 3 0.5 0.1 --- 0.4 --- --- 6.22 

Glass 4 0.3 --- 0.2 --- 0.5 --- 7.726 

Glass 5 0.3 --- 0.2 --- --- 0.5 7.801 

Glass 6 0.8 0.1 --- 0.1 --- --- 8.284 
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Table 11-3: Chemical composition (% by weight) of ‘Concrete 6’ 

Concrete 6 Composition   

Cement Water Aggregate Additive Density 

13.98% 7.63% 23.517% 

39.195% magnetite 

(Fe3O4) 

15.678% lead oxide (PbO) 

4.64 

 

Composition CaO SiO2 Al2O3 Fe2O3 MgO SO3 

Weight Percent 8.8074 21.8892 0.4194 0.699 0.4194 0.4194 

 Na2O K2O H2O CaCO3 Fe3O4 PbO 

 0.04194 0.09786 7.63 4.7034 39.195 15.678 

 

 

 

Figure 11-1: Mass density of materials investigated 
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11.3 Results and Discussion 

 

11.3.1 Mass Attenuation Coefficient 

 

The mass attenuation coefficient as a function of incident photon energy for the six 

compositions of glass and ‘Concrete 6’ is given in Figure 11-2. The photon energy range may 

be divided into three regions based on the type of interaction that dominates. In the low energy 

region, which extends from 15 keV to several hundred keV, attenuation decreases sharply with 

increasing energy. Photoelectric absorption is the dominant interaction mechanism for low 

energy gammas, which has a strong dependence on atomic number. A higher effective atomic 

number of the medium means photons are more likely to be absorbed as there are more 

electrons with which to interact. The increase in attenuation is attributable to the Pb K-edge. 

The K shell binding energy of lead is approximately 88 keV [167], which results in an increase 

in absorption efficiency for photons of incident energy slightly higher the binding energy.  

The intermediate energy range covers a region from 0.5 MeV to several MeV, over which 

Compton scattering is the predominant interaction mechanism for gamma rays. The cross 

section for Compton scattering has a very weak dependence on atomic number, which is why 

all 7 materials converge to similar values for the mass attenuation coefficient. In this energy 

range, attenuation still decreases monotonically with increasing photon energy, albeit more 

slowly than in the low energy region.  

The high energy range comprises all gammas with energy above several MeV (~ 3-5 MeV). 

Pair production becomes dominant for high energy photons. Unlike the other two interaction 

mechanisms, the pair production cross section increases with increasing photon energy. This 

accounts for the slight upturn in mass attenuation at high energy. Also, pair production 

increases slightly with increasing atomic number, giving rise to the minor spread in attenuation 

among the simulated materials at the end of the energy spectrum. 
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Figure 11-2: Mass attenuation coefficient versus incident photon energy 

 

 

11.3.2 Half Value Layer 

 

The half value thickness is calculated from attenuation coefficients using Eq. (11.4). Table 

11-4 contains HVL values over a range of photon energies, and Figure 11-3 presents Table 

11-4 graphically. The HVL is seen to increase as photon energy increases, as is expected based 

on the attenuation coefficients in Figure 11-2. The half value thickness is smaller for the glass 

compared to Concrete 6 with the exception of Glass 1, which is the only glass composition 

with a smaller mass density than the concrete. HVL roughly scales with density considering 

that Glass 6 is nearly twice as dense as Concrete 6, and its HVL is approximately half that of 
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Concrete 6 for most of the photon energies. The much larger difference between Concrete 6 

and Glasses 2-6 for 0.1 MeV photons may be ascribed to the larger concentration of lead in 

each of the glass compositions, which has an absorption increase for photon energies in the 

vicinity its K-edge (0.088 MeV). 

 

 

Table 11-4: Half Value Layer (cm) for several photon energies (0.1, 0.5, 1, 3, and 5 MeV) 

Energy Concrete 6 Glass 1 Glass 2 Glass 3 Glass 4 Glass 5 Glass 6 

5 MeV 4.72 5.179 3.571 3.185 2.669 2.307 2.153 

3 MeV 3.999 4.322 3.152 2.869 2.469 2.203 2.070 

1 MeV 2.347 2.488 1.846 1.696 1.508 1.32 1.248 

0.5 MeV 1.556 1.575 1.061 0.954 0.886 0.657 0.621 

0.1 MeV 0.153 0.117 0.052 0.043 0.043 0.022 0.021 
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Figure 11-3: Half value layer at different photon energies (0.1, 0.5, 1, 3, and 5 MeV) 

 

 

11.3.3 Exposure Buildup Factor 

 

The variation of the exposure buildup factor with incident photon energy at fixed 

penetration depths of 0.5, 5, 10, 15, 25, and 30 mean free paths (MFP) for Glass 1 is shown in 

Figure 11-4. The buildup factor peaks for incident photons with mean energy of 0.5 MeV. This 

is explained with the photon interaction mechanisms. Compton scattering dominates in the 

intermediate energy range, leading to a greater proportion of scattering interactions over 

absorption. This causes a degradation of photon energy without complete removal of the 

photon, hence the higher buildup factor and increased escape probability. The low energy range 

where photoelectric absorption dominates shows very small buildup factors because scattering 

is minimal. For energies above several MeV the buildup factors are smaller than at the peak, 

but they are still significant. Pair production generates two 511 keV gammas, which will likely 

undergo Compton scattering based on the relative cross sections of the three main interaction 
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mechanisms at that energy. This generates a larger exposure buildup factor than in the low 

energy region, where absorption does not lead to the production of additional photons. 

Figure 11-5 shows the exposure buildup factor as a function of penetration depth in MFP 

of the six glass compositions and Concrete 6 for an incident photon energy of 15 MeV. The 

buildup factors follow the trends of the mass attenuation coefficients (Figure 11-2) at 15 MeV, 

and the difference between the glass types is larger as the material thickness increases. Pair 

production scales with atomic number and Compton scattering scales with mass density, which 

accounts for the grouping of materials in Figure 11-5. The combination of high-Z elements and 

high mass density accounts for the very high buildup factors for Glass 5 and Glass 6. 

 

 

 

Figure 11-4: Exposure buildup factor versus incident photon energy at different mean free 

paths (0.5, 5, 10, 15, 25, and 30 MFP) – Glass 1 
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Figure 11-5: Dependence of exposure buildup factor on penetration depth for glasses and 

concrete at fixed incident photon energy of 15 MeV 
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diameter. The thin glass layer provides increased shielding without significantly increasing 

buildup.  

 

 

Figure 11-6: Cross sectional cask geometry for two cases – with and without glass shielding 

layer; dose point is noted on the cask surface 

 

 

Figure 11-7: MicroShield cask geometry – side view 
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The source is a combination of 235U and 238U with total activity of 100 Ci and is 20 ft. high 

with an 8.727 ft. radius. The dose location at which exposure rate is calculated is 10 ft. high 

(half cask height) on the outer surface of the cask. The dose location is noted by an orange 

circle from the top view in Figure 11-6 and from the side view in Figure 11-7. 

The exposure rate (mR/hr) at the dose point shown in Figure 11-6 and Figure 11-7 is 

compared between case 1 (no glass layer) and case 2 with each of the six different glass 

compositions. Figure 11-8 shows the exposure rate comparison for the 0.2214 MeV 235U 

photon. Each composition of glass provides greater shielding than the case with only concrete 

because of the higher mass attenuation. Glass 6 provides the greatest reduction in dose with an 

exposure rate of 6.16E-76 mR/hr compared to 1.73E-53 mR/hr for case 1. A 2.4 inch thick 

layer of Glass 6, which is composed of 80% PbO, is capable of decreasing the exposure rate 

by more than 20 orders of magnitude. 

 

 

Figure 11-8: Variation of exposure rate (mR/hr) for storage casks with and without a glass 

shielding layer – 0.2214 MeV photons 
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11.4 Conclusion 

 

From the present investigations, different compositions of glasses, especially those with 

higher content of PbO and Bi2O3, have been shown to be promising gamma ray shielding 

materials. Mass attenuation coefficients for each of the six glass compositions are observed to 

be higher than the specialty shielding concrete (Concrete 6) over a range of photon energies 

from 15 keV to 15 MeV. The high attenuation of the glass compositions allows for a thin wall 

of glass to enhance photon absorption without significantly altering buildup. As can be seen in 

Fig. 5, the exposure buildup factors for the primarily lead- and bismuth-containing glasses can 

become very large depending on the thickness. However, for photon energies of interest, the 

0.2 ft. glass layer is less than 10 MFPs thick. For the case of 0.2214 MeV photons, a layer of 

Glass 6 is able to reduce the exposure rate outside of an example spent fuel cask by over 20 

orders of magnitude without increasing the overall dimensions of the cask.     

It is worth noting that Concrete 6 has previously been shown to greatly reduce the exposure 

rate outside a spent fuel cask over a range of photon energies from 15 keV to 2 MeV, with its 

effectiveness peaking between 0.4 and 0.6 MeV, where a majority of photons emitted from 

spent fuel lie [7]. Introduction of a glass shielding layer in tandem with specialty radiation 

shielding concrete allows the overpack thickness to be reduced substantially without 

sacrificing shielding efficiency. This provides a lighter cask, which may be particularly useful 

during transport of spent fuel or other high level waste.  

As was mentioned previously, these glass compositions have the added benefit of being 

transparent to visible light. This is particularly useful for shielding applications in which being 

in view of the radiation source is advantageous. 

 

   



www.manaraa.com

201 

 

 

 

 

CHAPTER 12  

 

IMPACT OF SPECIALTY GLASS AND 

CONCRETE ON GAMMA SHIELDING IN MULTI-

LAYERED PWR DRY CASKS 

 

Article Published in Prog. Nucl. Energy: “Impact of specialty glass and concrete on gamma 

shielding in multi-layered PWR dry casks,” E-S. A. Waly, M. A. Fusco, M. A. Bourham, 

Vol. 94, pp. 64-70, January 2017, DOI: 10.1016/j.pnucene.2016.09.017 

 

There is a strong likelihood that dry casks will be relied upon for many decades to come as 

the storage system for nuclear spent-fuel high-level waste (HLW), which places importance 

on robust shielding materials for cask construction. A dry cask with multi-layered shielding 

has been simulated in MicroShield v9.05 to determine exposure rates due to gamma-rays at 

the outer cask surface. The cask consists of a 0.27 ft. thick stainless steel type 303Cu waste 

basket, a 0.2 ft. thick lead oxide glass shielding layer (named as Glass 6), and a 1.8 ft. thick 

overpack made of a specialty high density concrete (named as Concrete 6). Three spent fuel 

configurations have been used as photon sources, which include one high burnup (72 

GWd/MTU) and two medium burnup (38.6 GWd/MTU) fuels. The cumulative exposure rate 

over all photon energies from 15 keV to 2 MeV is 6.81E-6 mR/hr at the outer cask surface for 

the high burnup spent fuel. This is roughly one order of magnitude smaller than if the glass 

layer were replaced with an equivalent thickness of Concrete 6 and is 3-4 orders of magnitude 

smaller than replacing the specialty concrete with ordinary, standard density concrete. Varying 

the ratio of the glass thickness to the concrete thickness significantly impacts the shielding 

http://dx.doi.org/10.1016/j.anucene.2016.05.028
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effectiveness, which should be considered along with structural and thermal stability for dry 

cask designs. 

 

 

12.1 Introduction 

 

Spent fuel pools at many of the commercial nuclear power plants across the United States 

are reaching their capacity limits, even with “re-racking” to increase the number of fuel 

assemblies that can be safely stored. Currently, the only available option following removal 

from pool storage is for the assemblies to be placed in dry cask systems. The spent fuel 

assemblies are left in pool storage to cool for several years after removal from the reactor 

before they are placed in dry storage containers and stored on-site. In some cases, they may 

instead be transported to a more centralized storage facility. 

Based on the high levels of radiation emitted from spent fuel, it must be transported and 

stored in very sturdy containers that provide complete containment, physical protection, 

shielding, heat removal, and criticality safety. The International Atomic Energy Agency 

(IAEA) has compiled and published a list of cask manufacturers and models that are in use 

around the world [176], from which it is clear that there are many combinations of materials 

and cask configurations that are adequate for spent fuel storage. Typical dry casks employ a 

stainless steel inner canister with a concrete overpack, which may be rebar-reinforced, and/or 

an outer steel shell, along with a neutron shielding layer consisting of a high density material 

with low effective atomic number. Exposure due to gamma-rays is of primary concern for 

spent fuel storage and must be minimized, whereas neutron emission from spent fuel is low 

and can be shielded quite easily. With this in mind, more efficient shielding configurations for 

dry casks may be able to simultaneously reduce gamma exposure and cask volume, thus saving 

on construction, transportation, and monitoring costs.  
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In this study, the shielding properties of a multi-layered spent fuel cask using specialty 

gamma-ray shielding materials are investigated using computational simulations. The cask 

consists of three layers: the inner waste package canister made of AISI type 303Cu stainless 

steel, an intermediate shielding layer of a specialty high-density glass named as ‘Glass 6’ from 

the work of Waly et al. [177], and a concrete overpack consisting of a material named as 

‘Concrete 6’ from the work of Waly and Bourham [13].  

 

12.1.1 Materials 

 

Stainless steel type 303Cu is an austenitic 18-8 stainless steel, meaning that it nominally 

contains 18% Cr and 8% Ni by weight, which is common among the 300-series stainless steels. 

The ‘Cu’ designation indicates that it is alloyed with 1.5% - 3.5% copper by weight. The 

addition of copper to austenitic stainless steels has been shown to significantly increase 

machinability and ductility [178]. 

There has been much interest recently in specialty compositions of glass oxides for 

radiation shielding [15]–[18], [170]. Glass oxides have the advantage of being transparent to 

visible light, and with the proper composition may be made with very high density and high 

thermal stability, both of which are important for radiation shielding applications. It is also 

simple to create glass that is an effective neutron shield by adding boron to the composition, 

which is already a prevalent ingredient of standard glass mixtures. Augmenting the dry casks 

with an appropriate glass layer could remove a portion of the thermal burden from the concrete 

overpack, which is prone to thermal stresses and cracking from prolonged radiation absorption 

[179].  

Lead oxide (PbO) glasses have received significant attention based on the very high gamma 

ray interaction cross sections and high density of lead. Glasses with substantial concentrations 

of PbO have been prepared for study by several researchers, typically using the melt quenching 

technique [18], [179]–[181]. The addition of up to 60 mol% PbO in glass mixtures has been 
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shown to improve thermal stability [181]. However, high PbO concentrations may bring about 

a decrease in the rigidity of the glass [10,11], though this also depends on the other components 

of the glass. The composition and density of the named Glass 6 used in this study may be found 

in Table 12-1, which has been determined to provide very effective gamma-ray shielding [177]. 

 

 

Table 12-1: Chemical composition and density of Glass 6 [177]. 

Glass type Composition (%) Density (g/cm3) 

 PbO Al2O3 SiO2  

Glass 6 80 10 10 8.284 

 

 

Concrete has proven itself to be an extremely versatile material, particularly in structural 

and shielding applications, based on the ability to tailor the concrete additives for specific 

purposes. Adding high density and high atomic number components as aggregates in concrete 

to increase shielding effectiveness has been sufficiently well documented [12], [14], [182]–

[187]. This is especially important for spent nuclear fuel storage and transportation. The ability 

to decrease the overpack thickness without sacrificing desirable radiation shielding and 

structural properties is essential for increasing the efficiency of cask design. Decreasing the 

volume of the spent fuel cask could decrease transportation, loading, and storage costs, along 

with a decrease in the space required for placement of dry casks. With that goal in mind, a 

specialty concrete with substantial concentrations of magnetite and lead oxide additives was 

presented by Waly and Bourham [13]. The composition and density are given in Table 12-2. 
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Table 12-2: Chemical composition and density of Concrete 6 [13]. 

Material 

density 

Concrete 6 Composition 

 Cement Water Aggregate Additive 

4.64 g/cm3 13.98% 7.63% 23.517% 
39.195% magnetite (Fe2O3) 

15.678% lead oxide (PbO) 

 

 

12.1.2 PWR Spent Fuel Composition  

 

The radionuclide concentration and corresponding activity of spent fuel from two sample 

pressurized water reactors (PWRs) was calculated to support proposed spent fuel ratio (SFR) 

experiments at Sandia National Laboratories [6]. The high burnup isotopic composition for 

spent fuel from the H. B. Robinson nuclear plant and the medium burnup data for the Surry 

plant spent fuel are used in this study. The depletion calculations were performed using 

ORIGEN2 and ORIGEN-ARP, both of which are codes developed at Oak Ridge National 

Laboratory [188]. The H. B. Robinson spent fuel was depleted according to a 72 GWd/MTU 

burnup followed by an 8 year decay, whereas the Surry spent fuel depletion was calculated for 

a 38.6 GWd/MTU burnup also followed by an 8 year decay. The Surry spent fuel calculations 

were performed assuming both an average reactor power and a realistic power profile. A total 

of three different spent fuel compositions are used for this study, all of which may be found in 

detail in Sandia National Laboratories report [6]. The composition for the 72 GWd/MTU H. B. 

Robinson spent fuel is presented in Table 12-3. The majority of the activity in the spent fuel is 

from Sr-90, Y-90, Cs-137, Ba-137m, and Pu-241 and will be the most important isotopes to 

consider for shielding purposes. A comparative study of the three spent fuel cases is presented 

in this paper to determine the effectiveness of the selected shielding materials.  
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Table 12-3: All nuclides for 72 GWD/MTU H. B. Robinson spent fuel – ORIGEN2 [21]. 

Nuclide  

 

Nuclide 

 

8.0YR Decay,  

Activity (Ci/MTU) 

8.0YR Decay,  

Activity (Ci/MTU) 

H-3 7.24E+02 Pm-148m 9.69E-18 

Be-10 1.04E-05 Pm-148 5.46E-19 

C-14 1.42E+00 Eu-150 1.36E-04 

Si-32 6.89E-08 Sm-151 5.20E+02 

P-32 6.89E-08 Eu-152 1.15E+01 

S-35 1.81E-09 Gd-152 4.30E-18 

Cl-36 2.63E-02 Gd-153 7.33E-02 

Ar-37 3.47E-26 Eu-154 1.67E+04 

Ar-39 1.72E-04 Eu-155 6.74E+03 

K-42 1.59E-12 Tb-160 2.36E-09 

Ca-41 4.52E-04 Ho-166m 5.68E-02 

Ca-45 1.41E-06 Tm-170 1.44E-07 

Sc-46 2.19E-12 Tm-171 1.60E-03 

V-50 8.66E-16 Ta-182 1.33E-09 

Cr-51 2.86E-31 W-181 1.23E-08 

Mn-54 2.21E-03 W-185 1.70E-11 

Fe-55 1.01E+00 Re-188 3.57E-14 

Fe-59 1.58E-20 Ir-192 1.94E-07 

Co-58 5.39E-12 Ir-192m 1.94E-07 

Co-60 3.59E+01 Ir-194 3.62E-09 

Ni-59 2.15E-02 Pt-193 5.14E-06 
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Table 12-3. Continued 

Nuclide  

 

Nuclide 

 

8.0YR Decay,  

Activity (Ci/MTU) 

8.0YR Decay,  

Activity (Ci/MTU) 

Ni-63 3.44E+00 Tl-206 4.57E-08 

Zn-65 2.60E-02 Pb-204 1.72E-16 

Se-79 8.29E-01 Bi-208 7.43E-08 

Kr-85 5.43E+03 Bi-210 4.58E-08 

Sr-89 1.13E-12 Po-210 1.49E-08 

Sr-90 7.77E+04 Tl-208 4.73E-02 

Y-90 7.77E+04 Pb-212 1.32E-01 

Y-91 3.94E-10 Bi-212 1.32E-01 

Zr-93 3.29E+00 Po-212 8.43E-02 

Nb-93m 1.94E+00 Po-216 1.32E-01 

Mo-93 1.76E-03 Rn-220 1.32E-01 

Nb-94 4.19E-04 Ra-224 1.32E-01 

Zr-95 1.39E-08 Th-228 1.31E-01 

Nb-95 3.08E-08 Th-230 1.20E-04 

Nb-95m 1.03E-10 Th-231 1.95E-03 

Tc-99 2.30E+01 Th-234 3.04E-01 

Rh-102 4.33E-01 Pa-231 5.10E-05 

Ru-103 4.29E-17 Pa-233 5.98E-01 

Rh-103m 3.87E-17 Pa-234m  3.04E-01 

Ru-106 2.52E+03 Pa-234 3.96E-04 

Rh-106 2.52E+03 U-232 1.44E-01 
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Table 12-3. Continued 

Nuclide 
8.0 YR Decay, 

Activity (Ci/MTU) 
Nuclide 

8.0 YR Decay, 

Activity (Ci/MTU) 

Pd-107 3.89E-01 U-233 4.32E-05 

Ag-108 2.39E-03 U-234 9.53E-01 

Ag-108m 2.69E-02 U-235 1.95E-03 

Ag-109m 1.60E-02 U-236 2.44E-01 

Cd-109 1.60E-02 U-237 3.58E+00 

Ag-110 5.03E-02 U-238 3.04E-01 

Ag-110m 3.78E+00 U-240 8.98E-06 

Cd-113m 1.30E+02 Np-235 9.18E-05 

In-113m 1.61E-08 Np-237 5.98E-01 

Sn-113 1.61E-08 Np-238 2.21E-01 

In-114 9.82E-17 Np-239 1.51E+02 

In-114m 1.03E-16 Np-240m 8.98E-06 

Cd-115m 2.72E-17 Pu-236 2.76E-01 

In-115 2.62E-14 Pu-237 6.32E-19 

In-115m 1.89E-21 Pu-238 1.58E+04 

Sn-119m 7.26E-02 Pu-239 3.69E+02 

Sn-121m 4.81E-01 Pu-240 7.54E+02 

Sn-123 4.07E-04 Pu-241 1.46E+05 

Te-123m 4.38E-06 Pu-242 6.92E+00 

Sb-124 6.92E-12 Pu-243 3.60E-05 

Sb-125 6.92E-12 Am-241 2.92E+03 

Te-125m 4.42E+02 Am-242m 4.41E+01 

Sn-126 2.06E+00 Am-242 4.39E+01 
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Table 12-3. Continued 

Nuclide 
8.0 YR Decay, 

Activity (Ci/MTU) 
Nuclide 

8.0 YR Decay, 

Activity (Ci/MTU) 

Sb-126 2.88E-01 Am-243 5.06E+01 

Sb-126m 2.06E+00 Am-245 3.91E-08 

Te-127 9.10E-05 Cm-241 3.61E-26 

Te-127m 9.29E-05 Cm-242 3.77E+01 

Xe-127 2.47E-25 Cm-243 3.58E+02 

Te-129 1.30E-22 Cm-244 3.74E+04 

Te-129m 2.00E-22 Cm-245 6.92E+00 

I-129 7.21E-02 Cm-246 4.63E+00 

Cs-134 2.33E+04 Cm-247 3.60E-05 

Cs-135 9.39E-01 Cm-248 2.68E-04 

Cs-137 1.54E+05 Bk-249 2.69E-03 

Ba-137m 1.46E+05 Bk-250 8.27E-08 

Ce-141 7.46E-22 Cf-249 5.00E-03 

Ce-142 5.57E-05 Cf-250 1.83E-02 

Ce-144 4.98E+02 Cf-251 2.12E-04 

Pr-144 4.98E+02 Cf-252 1.42E-02 

Pr-144m 5.98E+00 Es-254 8.26E-08 

Pm-146 1.10E+00 
Total                          7.30E+05 

Pm-147 1.10E+04 
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12.2 Computational Methods 

 

MicroShield v9.05 [165] has been used to compute the photon activity from the isotopic 

breakdown of the three spent fuel cases discussed in the previous section, as well as to perform 

shielding assessments and calculate attenuation coefficients for the shielding materials. 

MicroShield is a deterministic code used for a variety of gamma-ray shielding applications in 

industry including in three licensing applications for new U.S. reactor designs submitted to the 

U.S. NRC in 2007 [189]–[191]. Being a deterministic code, it must employ some assumptions, 

particularly in the buildup, which are not well documented. Despite this, MicroShield has been 

shown to closely match MCNP calculations for all but the lowest energy gamma-rays [192]. 

Low energy photons (~ < 0.15 MeV) can deviate substantially from Monte Carlo calculations 

based on the treatment of buildup in MicroShield, particularly in the vicinity of a K-edge. 

However, photon energies greater than 0.4 MeV are less affected by buildup calculations, 

which represents the energy range of interest for dry cask storage (see Table 12-4).      

 

12.2.1 Multi-Layered Cask Geometry 

 

The dry storage cask for this work is modeled as a cylindrical source of radiation (spent 

fuel) surrounded by concentric cylinders acting as containers and/or shielding layers. The 

design of the multi-layered cask geometry is displayed in Figure 12-1. The source dimensions 

are 8.727 ft. radius and 20 ft. height for a total source volume of 4785.3 ft3 (1.355E+8 cm3). 

The innermost layer consists of 0.27 ft. of stainless steel type 303Cu, followed by a 0.2 ft. thick 

layer of the Glass 6, which is an oxide glass previously studied for shielding [177]. Finally, the 

outer layer is the Concrete 6 overpack that is 1.8 ft. thick, which is a form of blended concrete 

with magnetite and lead oxide additives with high shielding efficiency for gamma rays [13]. 

This will also be compared to the case of a 2 ft. thick concrete overpack with no glass layer to 
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conserve the total shielding thickness. The dose is measured at the outer surface of the cask 10 

ft. from the bottom (half way up the cask). 

 

 

Figure 12-1: Multi-layered spent fuel dry cask – MicroShield geometry. Cylindrical source 

surrounded by three concentric cylindrical shielding layers 

 

 

12.2.2 Photon Activity of Spent Fuel 

 

Gamma-rays are the primary source of radiation exposure from high-level nuclear waste. 

Neutrons are also of concern, though the emission levels are much lower, and they may be 

efficiently shielded using high-density, low-Z materials. As such, only photons emitted from 

spent fuel will be considered in shielding calculations. 

 The spent fuel compositions found in Ref. [6] are used as inputs to MicroShield to build 

photon activities binned by energy group for each burnup configuration. The calculated photon 

activities may then be used as source terms for shielding calculations. Gamma-ray activity for 

the 72 GWd/MTU H. B. Robinson spent fuel and for the 38.6 GWd/MTU Surry spent fuel 
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(average and realistic power) is provided in Table 12-4 and Table 12-5 for 18 energy groups 

from 0.015 MeV to 2 MeV. The total source volume used for activity calculation is 4785.3 

cubic feet; as indicated in the previous section for the multi-layered dry cask geometry. 

Photon activities from Table 12-4 and Table 12-5 are plotted in Figure 12-2. The 72 

GWd/MTU H. B. Robinson spent fuel has higher photon activity at all considered energies 

from 0.015 to 2.0MeV. This is expected because the higher burnup produces higher 

concentrations of fission products, which emit a majority of the radiation from spent fuel. The 

activity is dominated by the 0.6 MeV average energy photon group, which is primarily 

composed of the 662 keV gamma ray emitted following the decay of Cs-137 to the metastable 

state of Ba-137. The high burnup H. B. Robinson fuel also has a significant contribution from 

the photon group with average energy of 0.8 MeV, making up roughly 16.4% of the energy 

activity. 
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Figure 12-2: Photon activity by average group energy for three spent fuel burnup profiles 
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Table 12-4: Photon activity from 72 GWD/MTU H. B. Robinson spent fuel - MicroShield 

Gamma 

Photon Group 

Group Mean 

Photon Energy 

(MeV) 

Activity Volume source 
% Energy 

Activity Photons/sec Photons/sec/cm3 

1 0.015 6.80E+09 5.02E+01 0.000 

2 0.020 1.58E+10 1.16E+02 0.000 

3 0.030 3.45E+14 2.55E+06 0.202 

4 0.040 2.51E+14 1.85E+06 0.195 

5 0.050 4.68E+13 3.45E+05 0.046 

6 0.060 4.30E+13 3.17E+05 0.050 

7 0.080 8.14E+13 6.01E+05 0.127 

8 0.100 3.13E+14 2.31E+06 0.610 

9 0.150 2.10E+12 1.55E+04 0.006 

10 0.200 4.50E+13 3.32E+05 0.175 

11 0.300 3.43E+12 2.53E+04 0.020 

12 0.400 4.53E+12 3.34E+04 0.035 

13 0.500 3.40E+13 2.51E+05 0.331 

14 0.600 5.96E+15 4.40E+07 69.63 

15 0.800 1.05E+15 7.78E+06 16.42 

16 1.000 2.18E+14 1.61E+06 4.251 

17 1.500 2.70E+14 1.99E+06 7.893 

18 2.000 1.43E+11 1.05E+03 0.006 

     

 
Total                     8.669E+15                       
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Table 12-5: Photon activity per MTU for 38.6 GWD/MTU Surry spent fuel (average and 

realistic power profiles) - MicroShield 

Gamma 

Photon 

Group 

Group Mean 

Photon Energy 

(MeV) 

Average Power Activity Realistic Power Activity 

Photons/sec Photons/sec 

1 0.015 2.99E+09 3.08E+09 

2 0.020 7.02E+09 7.03E+09 

3 0.030 1.61E+14 1.55E+14 

4 0.040 4.81E+13 4.67E+13 

5 0.050 2.87E+12 2.82E+12 

6 0.060 4.58E+13 4.61E+13 

7 0.080 2.42E+12 2.38E+12 

8 0.100 2.23E+13 2.22E+13 

9 0.150 1.52E+10 1.59E+10 

10 0.200 3.76E+12 3.74E+12 

11 0.300 3.61E+11 4.39E+11 

12 0.400 8.13E+11 7.19E+11 

13 0.500 7.13E+11 6.34E+11 

14 0.600 2.40E+15 2.32E+15 

15 0.800 2.35E+13 2.25E+13 

16 1.000 1.57E+13 1.53E+13 

17 1.500 1.97E+13 1.93E+13 

18 2.000 1.26E+06 2.91E+06 

  
Total          2.75E+15                                      
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12.3 Results and Discussion 

 

12.3.1 Attenuation Coefficient 

 

The linear attenuation coefficient for each of the three shielding materials considered in 

this study has been calculated using MicroShield and is displayed in Figure 12-3. The Glass 6 

layer possesses the highest attenuation coefficient at all photon energies up to 2 MeV based on 

its high density and lead concentration. The jump in attenuation for the 0.1 MeV group may 

be ascribed to the K-edge of lead due to its K-shell binding energy of 88 keV [167]. This 

explains why it is not seen in the attenuation of the stainless steel, which lacks any 

concentration of lead, and also why it is more pronounced in Glass 6, which contains 80% 

PbO, compared to the 15.7% PbO of the blended Concrete 6. 

 

 

 

Figure 12-3: Linear attenuation coefficient versus average photon group energy for three 

shielding materials 
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12.3.2 Exposure Rate 

 

The exposure rate in mR/hr without buildup at the outer cask surface is plotted versus 

photon energy in Figure 12-4 for the three source configurations. Energies below 0.4 MeV are 

not shown as the exposure due to these energies is negligible. The maximum exposure rate 

occurs for the 1.5 MeV average energy group and is around 1.0E-7 mR/hr for the highest 

burnup fuel. Figure 12-5 shows the exposure rate with buildup included in the calculations for 

the three source configurations. The low energy photon groups become much more significant 

contributors to exposure rate when buildup is included, as well as the highest individual group 

exposure rate increases by more than an order of magnitude.  

 

 

 

Figure 12-4: Exposure rate (no buildup) at outer cask surface for three radiation sources 
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Figure 12-5: Exposure rate (with buildup) at outer cask surface for three radiation sources 
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high burnup H. B. Robinson spent fuel. Including buildup increases the exposure rates by as 

much as several orders of magnitude for the higher gamma energies, giving a maximum 

exposure rate of 6.87E-6 mR/hr. Buildup clearly has a larger impact on low energy photons, 

resulting in an increase of exposure rate by 8 orders of magnitude for 0.4MeV gamma rays. 

This trend only increases continuously for lower energy photons. However, the exposure rate 
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exposure rate over all energies is 1.34E-7 and 6.87E-6 mR/hr without and with buildup, 

1.E-26

1.E-24

1.E-22

1.E-20

1.E-18

1.E-16

1.E-14

1.E-12

1.E-10

1.E-08

1.E-06

1.E-04

E
x
p

o
su

re
 R

a
te

 (
m

R
/h

r)
  

Photon Energy (MeV) 

72 GWd/MTU
38.6 GWd/MTU (Average power)
38.6 GWd/MTU (Realistic power)



www.manaraa.com

219 

 

 

 

 

respectively. For comparison, the total exposure over all energies of the medium-burnup spent 

fuel from the Surry Power Plant is 4.97E-7 mR/hr for the average power and 4.79E-7 mR/hr 

for the realistic power profile. 

 

 

 

Figure 12-6: Exposure rate with and without buildup – 72 GWD/MTU H. B. Robinson spent 

fuel 
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of shielding glass with additional concrete, thus preserving the total cask thickness. All four 

configurations have 0.27 ft. of stainless steel type 303Cu as the innermost container. 

The type of concrete that is used as the overpack material makes the largest difference in 

exposure rate. Use of Concrete 6 over ordinary concrete decreases the total exposure rate by 3 

orders of magnitude for the same overpack thickness. Moreover, replacing 0.2 ft. of concrete 

with Glass 6 decreases the total exposure rate by an additional order of magnitude. This speaks 

to the immense shielding efficiency of high density glass that a 0.2 ft. (2.4 in.) layer can have 

such an impact on the exposure rate. 

 

 

 

Figure 12-7: Exposure rate (with buildup) of 4 different cask configurations – 72 GWD/MTU 

H. B. Robinson spent fuel 
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12.3.2.1 Variation of Shielding Layer Thickness 

 

Figure 12-8 shows the exposure rate as a function of the thickness of the Glass 6 shielding 

layer for two fuel burnup levels: 72 GWd/MTU and 38.6 GWd/MTU (realistic power profile). 

In this case, the thickness of the concrete 6 layer is adjusted to maintain a combined thickness 

of 2 ft. of glass and concrete. The exposure rate decreases exponentially with an increasing 

thickness of glass 6 based on its superior photon attenuation properties. The fuel burnup only 

affects the magnitude of the exposure rate and not the decrement of exposure with thickness. 

Exponential fits to the data are provided on the plot, where y is the exposure rate and x is the 

glass thickness. 

The impact of the ratio of glass to concrete thickness is demonstrated in Figure 12-9. Ratios 

of glass 6 to concrete 6 thickness are varied from 1:1 to 1:9; for a combined thickness of 2 ft., 

a thickness ratio of 1:9 represents 0.2 ft. of glass 6 and 1.8 ft of concrete 6, which is the ratio 

used in Figure 12-7. Clearly the exposure rate decreases as the combined thickness of the two 

layers increases, and it decreases more rapidly for larger glass 6 to concrete 6 ratios. 

Exponential fit coefficients to the data in Figure 12-9 are provided in Table 12-6, where y is 

the exposure rate and x is the combined thickness of glass and concrete layers. The exponent 

(‘b’) varies greatly with the cask composition, showing the effectiveness of Glass 6 as a gamma 

shield. Higher ratios of glass to concrete thickness are most effective at reducing the exposure 

rate at the cask external surface. However, structural and thermal stability of the storage casks 

also must be taken into account, which may cause a different ratio to be better suited for 

implementation.   
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Figure 12-8: Exposure rate (log scale) versus thickness of Glass 6 layer for two different fuel 

burnups – thickness of Concrete 6 adjusted to maintain total overpack thickness of 2 ft. 

 

 

Figure 12-9: Exposure rate (log scale) versus combined thickness of Glass 6 and Concrete 6 

for various ratios of Glass 6 to Concrete 6 thickness – 72 GWD/MTU burnup fuel. 
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Table 12-6: Exponential fit parameters – exposure rate versus combined thickness of glass 

and concrete layers 

  expy a bx    

Glass 6 : Concrete 6 

Ratio 
a b R2 

1 : 1 5.869 9.252 0.9984 

1 : 2 6.649 8.347 0.9980 

1 : 4 7.370 7.624 0.9977 

1 : 9 7.981 7.081 0.9973 

 

 

12.4 Conclusion 

 

From the present investigations, the direct gamma-ray exposure to radiation workers due 

to storage of high-level nuclear waste may be significantly decreased by the proper selection 

of shielding materials for spent fuel storage containers. A three layer cylindrical storage cask 

made up of a stainless steel type 303Cu basket, a thin layer of high-density oxide glass (named 

as Glass 6), and an overpack made of specialty concrete for radiation shielding (named as 

Concrete 6), for a total shielding thickness of 2.27 ft., is capable of producing a total exposure 

rate at the outer cask surface of 6.81E-6 mR/hr for the highest burnup fuel that was considered. 

This is nearly an order of magnitude smaller than a configuration of the same thickness without 

the oxide Glass 6 layer, and it is 3 to 4 orders of magnitude smaller than equivalent 

configurations using ordinary concrete as the overpack material instead of the blended 

Concrete 6. The variation in glass and concrete layer thicknesses shows that the ratio of the 

thickness of glass to concrete changes the shielding effectiveness for a given combined 

thickness of both layers. However, regardless of the ratio chosen, the exponential attenuation 
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behavior is observed and the exposure rate is reduced substantially over the use of more typical 

dry cask materials.  

The ability to create shielding glass and concrete of varying composition and density 

introduces the possibility of creating high-level waste storage containers that may have thinner 

configurations and be of lighter weight without compromising radiation shielding 

performance. This has implications on transportation, loading, and storage costs, which are 

likely to decrease for dry casks with smaller total volume. Moreover, the versatility of glass 

and concrete make them desirable materials for a number of other shielding applications. This 

is especially true for glass compositions for shielding; the transparency of glass to visible light 

makes it ideal for visual examination of a radiation source requiring shielding. Also, the 

superior thermal stability of oxide glasses over concrete and other common shielding materials 

makes them attractive alternatives in some circumstances. 
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